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Abstract:  The development of technology in the field of agriculture is experiencing incredible growth, but 

there are certain aspects of the world that require modernization in this age. To accomplish development in 

smart farming, an extra component to the soil monitoring framework that creates different kinds of 

measurements on moisture content, temperature, soil type, soil diseases that could happen, have been added 

which may radically lessen the hardships in crop production, which in turn increases efficiency. This plan 

would likewise expand the interest of many individuals inside the field of agriculture as the greater part of the 

farmers passed on this occupation because of lacking efficiency. Overall, this boosts productivity, the economy, 

and many people's job opportunities indirectly. The field image is captured here by sensors and sent to the 

SoilDet system, which is built with machine learning models like regression, clustering, and classification. 

SoilDet assists us with gathering data about the soil, thus establishes related with it which assists the farmer 

with accomplishing more knowledge into the soil, bringing about a subtle change in the field of smart farming 

utilizing IoT. 
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I. INTRODUCTION 
 

Around 70% of the population of India is supported by agriculture, which is the backbone of the economy. From 

the past, agriculture has been a mainstay of human development. Agriculture was a significant driving force behind 

the economic revolution and indirectly contributed to the economy of a specific region. Applying electronic 

recognition frameworks is one of the advancements for examining circumstances required for ideal development of 

plants. The temperature, humidity, carbon dioxide, soil wetness, and soil hydrogen ion concentration will be listed as 

the conditions.  

This project aims to provide a mobile application-based embedded system for soil and irrigation monitoring, 

thereby reducing field-based manual monitoring. It is proposed that the system will assist farmers in increasing 

agricultural production. Programs designed to assist farmers in producing a large amount of output and innovative 

methods for monitoring information have been developed by agricultural stations. Technology has become an integral 

part of our day-to-day lives in the world we live in. This technological revolution marked a new era in human 

civilization because it began with a growing interest in technology. Be that as it may, more often than not because of 

obscure data on soil illnesses, reasonable yield for crop pivot , relative stickiness, encompassing temperature ,they 

could establish a yield which might gather simply exercise in futility and nothing. So we are here with a thought 

alluded as "SoilDet" which tackles this issue. The field image that will be sent to the SoilDet system will be captured 

by a vision sensor. 
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Here , fig 1 shows the framework of SoilDet system, 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

       

   Fig 1: The framework to buil SoilDet System 

 

 
 

II. LITERATURE SURVEY 
 

There have been a few examinations that expect to tackle the force of discovery to prepare AI models which will 

be extremely useful to farmers. 

 

Agarwal et al., in [1] propose a technique to investigate soil fertility in view of the guideline of Colorimetry. An 

aqueous sample of soil is analyzed using the Arduino UNO R3 microcontroller board with a color sensor, whose 

output is calibrated with information from a database about various soil types. The Naive Bayes Classification 

Algorithm is used to validate the results' accuracy. 

 

In [2] Inazumi et al. examine the capability of picture acknowledgment by artificial intelligence, utilizing a profound 

learning model of AI to extend the cases which utilize image recognition. A model of a neural network was used in 

the deep learning process. To enable the machine to see and analyze the image input in order to predict the type of 

soil, Computer Vision classifies the images as a series of pixels and color codes. 

 

Radovanovi and others [3] utilize a current PlantVillage dataset which contains pictures of the leaves of plants taken 

in a controlled climate to identify parasitic, bacterial, viral, form, and sicknesses influencing the plants. Support 

Vector Machine, kNN, FCNN, and CNN models were implemented in Python, scikit-learn, Keras, and tensor flow for 

the machine learning analysis. The authors come to the conclusion that, in terms of precision and error rate, the deep 

learning CNN model performed better than other traditional machine learning algorithms. As a result, deep learning 

techniques can be utilized when analyzing images of plants grown in a particular soil. Our machine learning model 

can be trained to ensure that plants grown in a particular type of soil are not recommended for cultivation if it is 

inferred that they are more susceptible to disease. 

 

Kumar et al. [4] made use of the power of Computer Vision and the accessibility of cameras.  He presents an 

automated method for using images of the soils to divide the soil datasets up into their appropriate categories. Crops 

that are able to produce the most from the soil are recommended after the soil has been classified. 

 

Essentially, in [5] Han et al. thought about and examined the jobs of the apparent range and machine vision embraced 

in soil arrangement. They then propose a new smartphone-based, low-cost, miniaturized, and error-free soil color 

classification sensor, citing smartphones' current portability. 

 

Khatti et al. [6] fostered a changed textural classification for soil utilizing the idea of two existing soil classifications, 

specifically the global characterization arrangement of soil and the textural order arrangement of soil. The first 

textural characterization frameworks of soil involved triangulation for soil grouping in light of molecule size 

dissemination thinking about sand, sediment and earth as the kind of particles. By joining the properties of two soil 

arrangement frameworks, the proposed adjusted textural characterization strategy can productively be utilized to 

prepare AI models with higher accuracy and less blunder rate. 

 

Ajdadi et al., [7] developed an algorithm that tries to assess culturing quality continuously utilizing image processing. 

Since culturing is a significant stage in setting up the soil for the development of crops, the examination of whether 

the tilling was performed accurately will affect the end yield of a specific yield in the soil. To assess the nature of 

plowing photography was performed at three-camera levels and covering nine distinct sizes of soil to guarantee the 

exactness of the model with different experiments. The photographs are made open to the farmers for continuous soil 
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following. Many IoT devices that are integrated with sensors and wireless networks have been designed as low-cost 

smart devices to assist farmers and increase crop yields. There is a wide range of affordable sensors on the market. 

 

Sharma et al. [8] have fostered a versatile microcontroller-based IoT gadget planned with sensors to distinguish 

Electrical Conductivity, pH and shade of the soil. The sensor readings got are moved to a portable application through 

Bluetooth for graphical portrayal and resulting information transfer to a web administration which will work as an 

incorporated data set for soil correlation. The information base can be checked by ranchers and can be utilized to 

computerize agrarian expectation models utilizing AI. 

 

Ezhilazhahi et al., in [9] Use Zigbee to send data from a soil moisture detection probe to a Raspberry Pi 3 to keep an 

eye on the plant's soil moisture all the time. In addition, they extend the network's lifespan by employing the 

Exponential Weighted Moving Average (EWMA) event detection algorithm. The Zigbee network was utilized for the 

aforementioned device due to its secure nature and low power consumption. 

 

In [10] Reshma et al. propose an Internet of Things system with sensors for pH, temperature, soil nutrients, humidity, 

and soil moisture connected to a WiFi-equipped microcontroller with cloud storage access. The cloud database 

receives the sensor readings along with timestamps. Based on the extensive data that is stored in the Cloud database, 

appropriate crop recommendations are then generated using the Support Vector Machine and Decision Tree 

Algorithms. After the data has been cleaned and optimized, highly accurate machine learning models can be predicted 

because a large dataset with important information about the soil has been obtained. 

 

Bacu et al. [11] present the HORUSApp software for utilizing satellite imaging in soil analysis. The multispectral data 

from Sentinel-2 satellite images will be incorporated into the soil analysis and classification process, allowing for the 

prediction of soil type and classification. The Sentinel - 2 has been especially decided because of its wide reach and 

high-goal pictures. As a result, accurate predictions can be made by analyzing a large image dataset of the soil. 

 

Mohapatra et al., [12] propose a machine learning model that can correctly identify the type of soil and provide 

farmers with accurate audio information for improvised cultivation. It gathers different soil boundaries like soil 

temperature, dampness and nitrogen, phosphorous and potassium values present in the soil by taking the assistance of 

various sensors and foresee the soil type utilizing Random Forest Classifier, Support Vector Machine and Linear 

Regression Algorithms. The farmers who are unable to read will greatly benefit from the audio presentation of the 

results. 

 

A machine learning model based on Tensor Flow Object Detection API and IoT is proposed by Syed et al. [13] to 

keep the soil moist enough for plants to grow using a variety of sensors like humidity, moisture, wind, and 

temperature sensors. The sensor readings, metrological information acquired utilizing the IFTTT Climate 

Underground applet administration and the ongoing yield condition are taken care of into the AI model to reasonably 

perform smart irrigation and propose appropriate harvests. 

 

Malik et al., [14] Utilize the Naive Bayes, K Nearest Neighbor, and Decision Trees models to predict crop yield by 

analyzing the surrounding environment, the properties of the soil, and the previous crop yield history for the selected 

soil sample and geographical region. In their review, the AI models were utilized to anticipate the yield of tomatoes, 

potatoes and chillies. 

 

In [15] the creators break down the higher precision of the Gaussian Kernel - based Help Vector Machine Algorithm 

rather than the Bagged Tree and weighted K Nearest Neighbor Model to perform soil order. Geographical and 

chemical characteristics, such as salinity, organic matter, and mineral content, were used to classify the soil. A list of 

crops that are suitable for the classified soil is suggested from the database based on the classification of the soil. 

 

Srunitha et.al [16] make sense of Support Vector Machine based arrangement of the soil kinds. Image acquisition, 

image preprocessing, feature extraction, and classification are all components of soil classification. The surface 

highlights of soil pictures are extricated utilizing the low pass channel, Gabor channel and utilizing variety 

quantization strategy. The statistical parameters that are utilized for the purpose of analyzing the outcomes are the 

mean amplitude, the HSV histogram, and the standard deviation. 

 

As a result, despite the fact that studies have proposed aspects of soil monitoring, such as analyzing the moisture 

content of the soil, checking the temperature of the surrounding environment, predicting irrigation patterns, and 

clustering plants that are particularly well suited to be grown in a particular soil. it is profoundly fundamental to 

guarantee the zenith of the above expectations to empower proficient cultivating utilizing AI and IoT. There are a lot 

of low-cost sensor modules here that can be used to automate with Internet of Things devices. 
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III. PROPOSED SYSTEM 
 

We have planned to accomplish the following goals with this study. 

 

1. To use a vision sensor and machine learning models and algorithms to determine the type of soil  

2. To recognize moisture content, temperature checks anticipating water system needs, and gathering information 

about rainfall. 

3. To identify the soil type and determine the captured soil image's pH base. 

4. To decide the kind of soil and ideas for Crop Rotation. 

5. To arrange and propose what kind of reasonable crop to be established in view of their soil properties. 

6. To establish marginal prices based on the product's international and domestic demand (raw materials) 

  

One of the best features utilized in IoT farming is soil monitoring. We can accomplish the aforementioned 

goals by utilizing the Internet of Things (IoT) concept and machine learning. The soil monitoring sensor checks the 

temperature, the moisture content, the need for irrigation, and the rainfall here. 

 

Next, vision sensors are used to capture the field image and send it to the SoilDet system, which uses machine 

learning to determine the soil's pH. "SoilDet" is an IoT-based system. i.e recognizing whether the given soil is acidic, 

soluble, or neutral and arranging what kind of plants/crops reasonable for planting in the given soil. There are two 

distinct subcategories of SoilDet. The first and most important category is soil type identification and information 

production based on the nature of the soil.  

 

In addition, a mobile application written in the Python programming language is used in the second category to 

provide users with information. FIGURE 3 shows about the backend cycle in SoilDet. Here, Sensorthing 

Programming interface goes about as a point of interaction associating the framework and the versatile application. 

Sensorthing Programming interface is intended to interface a sensor to a portable application running on cloud server. 

 

1. To identify the soil type by using vision sensor along with machine learning models and 

algorithms: 

The recognition and classification of soil based on its properties is our SoilDet system's most significant and 

prominent feature. in order to develop SoilDet, a well-known system for agricultural image recognition and 

classification. We use an image recognition process with a vision sensor, an IoT-based device, to identify the type of 

soil. To perceive the soil kind, a lot of soil dataset is feed to the framework and with assistance of AI order model and 

python AI library records like openCV, Keras, TensorFlow, and so on. we can deal with the dirt picture and order the 

dirt sort as per the dirt properties determined in the dataset. 

 

2. Detecting moisture content, temperature checks, predicting irrigation needs, and collecting 

data about rainfall: 

It is not easy to get information about the soil because, as technology advances, many things can be found online. 

instead of working in a farm field in a primitive manner. The use of sensors and the concept of smart farming have 

popularity. The use of sensors in soil monitoring, such as water sensors to measure the soil's moisture content and 

temperature sensors to measure the soil's temperature. aids in reducing the amount of personnel required for the 

process. making the process easier to complete and delivering excellent outcomes. 

3. Detecting the pH base on captured soil image and find the soil type: 

When vision sensors were installed in the farm field with the help of the interface that connects the sensor and the 

SoilDet system, we are able to obtain a clear two-dimensional image of the soil. The image of the soil is then 

transferred to the SoilDet system. The dataset includes images of various types of soil, each of which is labeled with 

information about the soil's pH, type, texture, nature, color, plants that can be grown on the soil, its rarity, and 

diseases that the plants are susceptible to, among other things. The pH of the system can be determined by the SoilDet 

system. The system divides soil into three categories based on its determination of pH. Soil with a pH of less than 7 is 

considered acidic. On the off chance that the pH is more than 7, the given soil is basic. On the off chance that the pH 

is equivalent to 7, the given soil is neutral. 

 

4. Clustering a variety of plants that are suitable for the given soil type: 

The crop's efficiency will decrease as a result of repeated planting, which will also result in a decrease in yield. To 

keep away from this, we utilize the idea of crop rotation to expand the yield and to create great quality crops. By 

utilizing the strategy for soil clustering, we are grouping an enormous variety of crops in light of the soil property, 

plant sicknesses, plant nature and so on. Utilizing the idea of grouping a model of unsupervised learning, we can 

bunch a huge variety of crops, utilizing the grouped data we get, with which we can plant. 



© 2023 IJRAR July 2023, Volume 10, Issue 3                         www.ijrar.org (E-ISSN 2348-1269, P- ISSN 2349-5138)  

IJRAR23C1190 International Journal of Research and Analytical Reviews (IJRAR) 518 
 

 

 

 

 
 

 

 

 

 

 

         Figure 2: Decision Tree Model for Soil Classification 
  

 

5. Classification and suggesting what sort of suitable crop to be planted based on their soil 

properties: 

The soil classifier applies the classification process, which is a supervised learning model of machine learning, during 

the classification process. Here, the properties of the soil are used to classify a group of crops, such as: alluvial soil is 

more appropriate for the development of sugarcane, rice, cotton, and so on. The system uses a classification model to 

sort through a lot of data that is fed into it and creates a list of crops that are good for planting based on the properties 

of the soil. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: K Means Clustering for Grouping of Crops 

 
 

 

6. Setting marginal prices based on local and international demand for the product: 

For farmers who sell their crops to middlemen, knowing the crop's rateis very important because middlemen 

frequently scam farmers into selling their crops for very little money, resulting in significant losses for farmers. In 

order to protect farmers and business people from being \scammed, we use Crop Rate - Setter, which deals with the 

course of regression which is a model of supervised learning. Here the estimated marginal rate of the crop is set, based 

on the rarity of both the soil and crop, demand in the market for the crop, and local availability of the crop. Ex: 

Darjeeling tea leaves are sold at an excessive cost due to their interesting nature, extraordinariness, and taste. The cost 

of one kilogram of first flush Darjeeling tea is Rs 8000. With the information took care of to the framework, the soil 

rate-setter sets the pace of the crops. 
 

When the steps of getting, gathering, and putting together information are finished. In order to transfer information 

that is simple to understand for a user with no prior knowledge of farming. We decided to use a mobile application, 

which is very easy for new comers to use. We use the python programming language, which has multiple frameworks 

and library files, to build the mobile application called SoilDet. which makes machine learning possible. We have 

utilized HTML, CSS, and Javascript to give a generally excellent plan to the application. Finally when all the data is 

collected and at whatever point the client logins in SoilDet application, user gets all the data about his/her farm 

through the assistance of a Programming interface associating the SoilDet framework and the SoilDet portable 

application,. under the server in the cloud. Sensorthing API is the name of the API that we are utilizing to connect the 

system and application. A Programming interface planned explicitly to interface a sensor framework and a versatile 

application/page. 
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      Figure 4: Crop Rate Setter implemented using Linear Regression 

 

 

 

IV. RESULTS AND DISCUSSION 

 

We are connected to numerous devices, each of which contains a variety of sensors, in the world we live in. A sensor 

is typically a device that converts physical input from its environment into data that can be interpreted by a machine 

or a human. The most frequently used kinds of sensors are depicted in Figure 5. 

 

 
 

 

 
 

 

  

 

 

 

 

 

                                                                         Figure 5: Types of Sensors 

 

With the sufficient utilization of sensors we have proposed an IoT farming partner that gathers information about 

precipitation and temperature, checks soil moisture content, and predicts water system needs as well as the recognition 

of pH utilizing the high-goal pictures caught from a Vision sensor as opposed to utilizing extra sensors. 

 

Figure 6 outlines the straightforward and simple to use interface of the SoilDet Mobile Application which gives the 

extensive examination of the soil and crops. Such an investigation is of most significance since the crop yield 

profoundly relies upon the similarity of the crops with the soil. One of the significant elements of our model is the 

compatibility of yield costs in light of interest, which is of extraordinary advantage to farmers as well as the 

consumers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

   Figure 6: SoilDet portable UI architect 
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V. CONCLUSION 

 

Lack of access to soil testing laboratories has resulted in a growing demand for remote, accessible, and real-time 

analysis of crops and soil amidst pandemic like the Coronavirus. With respect to the future extent of the study, we 

mean to quantify the specific measure of composts and pesticides expected by use of synthetic compounds by 

building and cleaning our dataset. With the right executions strategies, our product model can be utilized to automate 

the undertakings of irrigation and spraying of pesticides. Since our model instinctively gives every one of the above 

functionalities by means of the SoilDet application with a basic UI, it will be effectively useful to farmers. In addition, 

we intend to make the app available in all regional languages by utilizing the Google Cloud Translation API. 

Moreover, we intend to utilize the AdaBoost and XGBoost Applied AI Calculations which further upgrades our yield 

and soil analysis model. 
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ABSTRACT:  India's population is growing rapidly and nearly 70 % of the population depends on agriculture. Soil is 

important for human beings on earth because it is the root source for farming, the medical sector and everywhere else.  

In every new location the soil type is different and their characteristics too. As per availability of minerals from soil we 

need to grow the different plants as well as increase the income from farming with good quality foods. Good quality 

food development is a great challenge without using chemical fertilisers. So firstly improve the soil quality and to 

improve the quality of soil we find the deficiencies from the farms.  Then the main challenge becomes to make some 

sophisticated model to determine the contents and their respective values in a particular area. After finding the values 

we get the deficiencies then we shall provide the respective organic fertilisers and improve the quality of soil. Also we 

can provide the air nitrogen for crops which is very much useful for crop growing. Some more organic ways such as 

crop rotation, no-till farming, growing cover crops, bush fallowing, use of manures and weed control etc. These are 

some effective organic measures that improves and preserves the soil fertility. Using mulching of soil surface can also 

preserve the soil fertility.  In this paper we have proposed a sensor based model for soil testing using machine learning. 

The different machine learning algorithms like K-Nearest Neighbour, bagged tree, support vector machine and logistic 

regression. 

 

KEYWORDS: Soil type, agriculture, machine learning, soil, organic farming 

 

I. INTRODUCTION 

A sensor based model is developing for soil testing that helps for agriculture use. We collect the data and use 

data mining for analysing data sets and according to the result making the classification. Data mining can be used in 

agriculture for different purposes like soil classification, wasteland management, crop and paste management and many 

more uses. The data analysed from data mining used to classify soil quality. Also we can use the data like rain, weather, 

soil type, pesticide and fertilisers which is useful to improve the quality of production. The main aim of agriculture is to 

grow crops and increase the profit with good types of crops. Crop cultivation is mainly dependent on environmental 

factors such as rain, weather, soil types, nutrients from soil etc.[1]. All mentioned things can improve the performance 

of farming and give more and more production. So the management of soil is very important for all living organisms. 

To do this task we need a soil test that results in showing the deficiencies from soil and how we can overcome them. 

This test identifies the nutrients, organic factors, different gases and water [2]. With the help of soil tests we can use 

preventive measures wherever necessary. 

       We can use machine learning for soil testing. Machine learning has a very huge scope in computer science 

for the agriculture field. We can make use of different machine learning algorithms for agriculture through which 

improves the soil results and growing the plants inside farms. Firstly develop the learning model through which data 

checking is done and validate the data.  

II. LITERATURE SURVEY 

         In a research carried out by N. Saranya predicting soil type and according to that which crop is suitable 

to relevant soil type. The designed model is implemented with the help of different machine learning algorithms like 

KNN, SVM and logistic regression. The mentioned algorithm is more accurate than the existing models[1]. 

          In another approach carried out by Zaminur Rahaman the comparative study of different machine 

learning techniques is mentioned.  

The Bangladesh country data comparison is mentioned intheir analysis. They had considered data of six 

districts and classified them on the basis of geographical features. Use of KNN, Bagged Tree and SVM for comparison 
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and generated the result for soil to cultivate new crops. Among these three algorithms SVM obtained the average 

accuracy [4]. 

          The research done by Leisa J. Armstrong on comparative study of data mining algorithms. They had 

studied and extracted a large dataset from the Australian Department of Agriculture and Food (AGRIC) for research 

purposes [5]. 

          Next approach discussed by Jay Gholap to classify the soil fertility. They had collected the dataset from 

soil testing laboratories of Pune District. They had developed an automated system using the WEKA tool for soil 

fertility [3]. 

III. DATA MINING PROCESS 

Data mining process generally involves the following steps: 

1. Data collection 

2. Dataset Collection 

3. Pre-processing of data 

4. Classification of data 

5. Prediction 

6. Result 

 

1. Data Collection: This phase is used for collection of raw data, in this paper we are collecting different samples of 

soil and fertility, water content, gaseous contents, minerals and organic contents as input for the algorithm. 

2. Dataset Collection: Using above data we are making a data set according to different contents of soil. 

3. Pre-processing of data: When we are collecting the data, it contains raw data and also some unformatted data, 

which needs some modification that is used for this stage. 

4. Classification of data: When we are done pre-processing the prototype models are developed and separate classes 

are made. On the basis of class data is classified. 

5. Prediction: After generation of classification phase the results are associated with accuracy and analysis and need 

some prediction to cultivate the crop for farmers. 

6. Result: the final result gives the suggestion to farmers for  

7. Cultivating the crop according to soil. 

 

IV. ALGORITHMS FOR CLASSIFICATION 

Following algorithms are used to classification: 

1. Decision Trees 

2. Logistic Regression 

3. Naive Bayes Classification 

4. K-Nearest Neighbours 

5. Support vector Machine 

 

1. Decision Trees: This algorithm is useful to analyse the useful part of the database and make the right decision. We 

can find a number of solutions and make decisions for the right solution with the help of tree structure. 

2. Logistic Regression: It is a statistical method which uses one or more descriptive variables to produce binomial 

results. 

3. Naive Bayes Classification: This is a simple classification algorithm. Using historical data it predicts the 

classification of new data. It calculates theprobability which already occurs in an existing problem. The spam mail 

detection is real time application of this type. 

4. K-Nearest Neighbours: This is a standard classification algorithm and it works on choice on classification metric. 

In this we are using the set of data to train the algorithm. The distance between existing data and new data is 

calculated to evaluate the new data. 
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5. Support vector Machine: It is a supervised machine learning algorithm used for classification, regression and 

anomaly detection. It divides the dataset into two different classes. It solves problems like image based gender 

detection. 

 

V. PROPOSED METHODOLOGY 

 

The mentioned proposed system involves two phases like training and testing phase. It takes two databases as 

soil and crop with their different features. 

 

VI. RESULT ANALYSIS 

 

Different machine learning algorithms are used to classify the soil to predict the crop using a database of soil 

and crop. So for particular soil decide which crop is better as a result. 

 

VII. CONCLUSION AND FUTURE WORK 

 

A given model decides the crop according to soil type for a better result. We can test the model using NNN, 

SVM and Logistic Regression. The accuracy for a given model is greater than the existing model. In future we develop 

a model for suitable fertilisers which leads to better growth of the cultivated crop. 
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Abstract: Human-Machine Interface (HMI) devices, such as keyboards and mice, have been the primary means of input for 
computers since their inception. However, these devices have limitations that make them unsuitable for individuals with motor 
disabilities, motor impairment, or diseases such as paralysis, muscular dystrophy, polio, cerebral palsy, and others. This limits 
their ability to fully engage in computer-related activities, which can have a significant impact on their quality of life. 
This research paper proposes that new and emerging technologies, such as Brain-Machine Interface (BMI) and Machine 
Learning (ML), could be utilized to design a more convenient and accessible HMI solution that improves the quality of life for 
individuals with physical disabilities. BMI technology enables communication between the brain and external devices, while ML 
can analyse data and make predictions based on patterns and models. Combining these technologies can provide a more intuitive 
and adaptive interface that can detect and respond to the user's intentions and needs. 
These new HMI methods could either replace or supplement the existing ones, offering an alternative or backup when needed. 
Moreover, utilizing BMI and ML can ensure that the new HMI solution is user-friendly for all individuals, regardless of their 
physical abilities. The proposed HMI solution could potentially enhance the user's independence, reduce the need for assistance, 
and promote inclusion and accessibility for all. 
In conclusion, this research paper proposes a more convenient and accessible HMI solution that leverages emerging 
technologies such as BMI and ML. The proposed solution could potentially offer an alternative or backup to traditional HMI 
methods and promote inclusivity for individuals with physical disabilities. 
Keywords: Human Machine Interface (HMI), Machine Learning (ML), Brain Machine Interface (BMI), Emerging 
Technologies, Accessibility 
 

I. INTRODUCTION 
The Brain-Machine Interface (BMI) is a new and emerging technology that utilizes an Electroencephalogram (EEG) headset to read 
the brain waves produced in the human brain [2]. The collected data can be analyzed using advanced techniques such as Machine 
Learning (ML) or other AI techniques to find correlations between the brain wave patterns produced by a person and the actions 
they performed when the brain wave pattern was recorded. However, due to the unique thinking patterns of each individual, there is 
a possibility that the implementation may not function accurately for everyone. To mitigate this, an ML model can be trained with 
the help of a Neural Network (NN) to generate a generalized model that is likely to be accurate for most people. Classification of 
EEG signals is typically performed in the following bands: α, β, δ, θ, and γ, which are used to classify and name the signals from 
various areas of the head, recorded by each EEG electrode. However, various artifacts can be present in EEG signals, such as 
Electrocardiogram (ECG), Electromyography (EMG), and eye movement artifacts. Therefore, pre-processing of raw brain signals, 
extraction of significant features, and classification play a crucial role in the performance of the BMI system [3]. EEG headsets 
integrated with the ThinkGear chip facilitate signal processing and send the collected data to an open network socket due to the chip 
[5]. For convenience and ease of use, an EEG headset equipped with the same chip is chosen for this system. The proposed BMI 
system has the potential to provide a user-friendly and convenient human-machine interface for people suffering from neurogenic 
diseases, motor impairment, or disabilities, as well as for able-bodied individuals, surpassing traditional HMIs in terms of ease of 
use and convenience. 
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II. LITERATURE SURVEY 
A. Wireless Gyro-mouse for Text Input on a Virtual Keyboard, 2022 45th International Spring Seminar on Electronics Technology 

(ISSE), 2022.  
In their paper entitled 'Wireless Gyro-mouse for Text Input on a Virtual Keyboard' presented at the 2022 45th International Spring 
Seminar on Electronics Technology (ISSE), Rares Pogoreanu and Radu Gabriel Bozomitu presented a novel Human-Machine 
Interface (HMI) system [1]. The system utilizes a 3D axis Gyroscope sensor, a microprocessor, and OptiKey on-screen keyboard to 
function as a pointing device that can be used by people with disabilities.  
However, the authors note that this implementation is not suitable for individuals with upper body paralysis. Additionally, since the 
system relies on the OptiKey keyboard software, which only runs on the Windows platform, it is limited to use as a pointing device 
for devices running Windows and is not portable. 
To summarize, Pogoreanu and Bozomitu's study presents a new HMI system using a wireless gyro-mouse and on-screen keyboard 
as a pointing device. While the system is user-friendly for people with certain disabilities, it is limited in its functionality and 
portability. 
 
B. A Single Electrode Blink for Text Interface, 2020 IEEE International Conference for Innovation in Technology (INOCON), 

2020.  
Natranjan, et al. implemented a system that detected blink using single electrode electroencephalogram (EEG) headset and 
processed it to trigger keypress on default Windows on-screen keyboard [5]. 
This implementation has the drawback that latency is high, it takes too long to type sentences. Also, since they used OpenVibe 
which runs only on Windows and Windows built-in keyboard, this implementation is limited to run only on Windows Operating 
System, hence it is not portable. Eye blinks can also be easily detected with the help of Camera inputs and Machine Learning 
models without needing to invest on an expensive EEG headset. 
 
C. Wearable Multifunctional Computer Mouse Based on EMG and Gyro for Amputees, 2020 2nd International Conference on 

Advanced Information and Communication Technology (ICAICT), 2020.  
Rokib Raihan, et al. implemented a portable Electromyogram (EMG) detection circuit that operates on a single supply, while also 
introducing an auto-thresholding algorithm and muscle contraction detection algorithm to help amputees control the mouse cursor 
[4].  However, this system has some drawbacks; It cannot be fully utilized by amputees or handicapped people who have lost either 
their biceps or triceps muscles. If both muscles are lost, this system cannot be used at all. Individuals with muscular dystrophy or 
muscle atrophy may also find it difficult to use. Additionally, this system is not suitable for people suffering from paralysis in their 
upper body, as neck movements are required for gyro output, and EMG depends on signals from motor neurons which may be 
absent in individuals with neurogenic diseases. Furthermore, during inflammatory and dystrophic muscle diseases, this system may 
not function as intended. 

III. OBJECTIVES 
1) To investigate the potential of Brain-Machine Interface (BMI) technology as a means of improving human-computer interaction. 
2) To explore the effectiveness of an EEG-based approach to BMI technology for detecting and interpreting brain signals. 
3) To examine the challenges and limitations of implementing BMI technology for human-computer interaction, including issues 

related to signal quality, data processing, and user acceptance. 
4) To propose methods for improving the accuracy and reliability of BMI technology for human-computer interaction, such as 

machine learning algorithms and advanced signal processing techniques. 
 

IV. IMPLEMENTATION 
The proposed system was implemented and achieved with help of two main phases, namely training the neural network-based 
model and testing the built model. This is shown in Fig. 1 and Fig. 2 respectively. To implement the system following steps were 
performed. 
 
A. EEG Signal Acquisition 
Using an EEG headset, it was possible for us to gather brain signals that can be used to detect whether the user is trying to focus or 
not. This is typically achieved by measuring the power spectral density (PSD) of the EEG signal in specific frequency bands, such 
as alpha and beta bands, which we known to be associated with cognitive processes like attention and focus. 
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To gather the signals, the EEG headset is placed on the user's head appropriately, assuring that the non-invasive electrodes are 
placed at the appropriate position according to placement guidelines specific for the headset and turn it on. For transmitting the 
signals gathered, connect the EEG to a computer, in our case since the EEG headset had Bluetooth support, thus, we connected it to 
our system using Bluetooth via a COM port on Windows. To connect and pair we simply used Windows Bluetooth pairing and to 
get the EEG data, we made a program in Python that could read and process information being transferred to COM port to which the 
EEG headset was connected from our system. This data was pre-processed by below methods and stored into a .csv file. The data 
was recorded in small batches depending on whether the user is focusing or not in order to easily label it. 

 
B. Pre-processing 
The signal obtained from the EEG headset needs to go through several preprocessing steps. These include temporal filtering, 
stimulation-based epoching, time-based epoching, and calculation of the logarithmic band power. Filtering is necessary to eliminate 
noise from the signal, which is achieved by applying a fourth-order temporal Butterworth bandpass filter. Stimulation-based 
epoching involves slicing the signal into chunks of a specified length that follow a stimulation event, while time-based epoching 
segments the signal into blocks at regular intervals, with the duration selected based on the length of an eyeblink, which is typically 
between 0.5s and 1.5s, averaging to 1s. Finally, logarithmic band power calculation assigns a single number that summarizes the 
contribution of a given frequency band to the overall power of the signal. Low noise is essential to avoid underfitting and overfitting 
issues that plagues Deep Neural Network (DNN) Models. 

 
C. Training and Testing the Neural Network 
In order to create a deep neural network on the EEG dataset, several design choices were made with regards to the architecture of 
the network. This involved selecting the number and types of layers, activation functions, loss functions, and optimization 
algorithms. Feature engineering was also performed on the EEG dataset. This involved selecting and extracting relevant features 
from the raw EEG data that could be used to train the deep neural network. Some of the features that were extracted included the 
power spectral density (PSD) of specific frequency bands, such as alpha and beta, which are known to be associated with cognitive 
processes like attention and focus. Other features included the calculation of time-domain statistical features such as mean, standard 
deviation, and variance. These features were selected based on their relevance to the task of detecting focus, as well as their ability 
to provide meaningful information to the deep neural network. Feature engineering was an iterative process, with different 
combinations of features being tested and evaluated for their effectiveness in improving the performance of the deep neural network. 
Once these choices were made, the network was trained on the EEG training dataset that was previously created. During training, 
the weights of the network were updated iteratively until the loss function was minimized, indicating that the network was 
accurately predicting the focus state of the individual. 
After training, the network was then tested on a separate testing dataset to evaluate its performance. The performance of the network 
was evaluated using several metrics such as accuracy, precision, recall, and F1 score. If the performance of the network was not 
satisfactory, the network architecture was modified, specifically the hyperparameters were tuned to improve the performance. 
Once the trained network had achieved satisfactory performance, it was ready to be used to make predictions on new EEG data in 
real-time. This would involve the live, real-time gathering of data from the EEG headset, which would then be fed into the network 
to determine whether the person was focusing or not. In summary, the process involved selecting a deep neural network architecture, 
training the network on the EEG dataset, testing the network's performance, tuning the network's hyperparameters if necessary, and 
finally, using the trained network to make predictions on new EEG data in real-time. 

 
D. Implementing the System 
The architecture of the prototype of the proposed system can be represented by Fig. 3. A microcontroller was coupled with a gyro 
sensor and accelerometer in order to obtain multi-axis 3D motion data so that we can create a human interface that will allow the 
user to input spatial (continuous and multi-dimensional) data to a machine. These inputs can be used to simulate a pointing device 
such as a mouse and is used to control mouse cursor or pointer of a computer. 
An EEG headset worn by the user is connected to the system that can run model and pass real-time EEG data to it so that it can 
make predictions. These predictions can then be mapped to some predefined functions such as click, selection, enter, et cetra 
commands that a machine may support, effectively simulating a Human Machine Interface (HMI) device. The EEG headset that is 
to be worn by the user is coupled with aforementioned microcontroller setup and these devices are powered by portable batteries 
and communicate with the targeting machine system, a computer in our case via Bluetooth. 
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Fig. 1 Training and Testing Flowchart 

Fig. 2 Implemented System Flowchart 
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Fig 3. System Architecture 

 
V. EXPERIMENTAL SETUP 

The experiment was conducted on people between the ages of 16 to 53 years having different genders. The mental state of the user’s 
mood was also considered but in later testing it was found to be of no importance thus was dropped from being a feature. The 
proposed HMI system’s architecture design is represented in Fig. 3. To check if our proposed HMI system was correctly functioning, 
a program was made that put, the proposed system’s spatial input and correct prediction of whether the user is focusing or not, to the 
test. This program is referenced below. 
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The test was carried out in an incremental manner, first unit testing was done then the integration testing was done after which the 
system testing was finally performed. Test-1 was a simple test where we would only check if core modules that is our EEG headset 
and Deep Neural Network model were working correctly together and detecting whether the user is focusing or not in real-time. 
Test-2 dealt with testing the movement of the pointing device with help of a accelerometer and gyro sensor coupled with a 
microcontroller, Arduino in our case, according to the 3D motion of the user’s head. Finally, we coupled both the aforementioned 
modules and proceeded with Test-3 which was our system level test where we tested the entire system. Test-3 was a manual testing 
procedure where we had to type in “Test3 Passed!” by using our proposed HMI system.  

 
 
Entire testing phase was done while monitoring the results of our Deep Neural Network (DNN) model and verifying with the user if 
the prediction made was accurately done or not. This process is referenced below. 
 

 
Fig. 4 Predicted label of real-time EEG data that was given as input to the DNN model 
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Fig. 5 System Prototype of Microcontroller coupled with Gyro and Accelerometer Sensor 

 
VI. RESULT 

The accuracy of the system is dependent on accuracy of our Deep Neural Network based Machine Learning model, which came out 
to be 89.3%. It achieved precision of 0.909 and recall was 0.833. The F1 score of the model was 0.869, indicating a good balance 
between precision and recall.  
 
These performance evaluation metrics were calculated as follows. 

 Predicted Positive Predicted Negative 
Actual Positive 100 (TP) 20 (FN) 
Actual Negative 10 (FP) 150 (TN) 

 
In this table, TP stands for true positive, TN stands for true negative, FP stands for false positive, and FN stands for false negative. 
The data could be organised in above format easily due to the use of labelled data and supervision during the training and testing 
phase of the system. 
1) Accuracy = (TP + TN) / (TP + FP + TN + FN) = (100 + 150) / (100 + 20 + 10 + 150) = 0.893 
2) Precision = TP / (TP + FP) = 100 / (100 + 10) = 0.909 
3) Recall = TP / (TP + FN) = 100 / (100 + 20) = 0.833 
4) F1 Score = 2 * (Precision * Recall) / (Precision + Recall) = 2 * (0.909 * 0.833) / (0.909 + 0.833) = 0.869 

 
VII. ADVANTAGES 

1) User-friendly: The proposed BMI system has the potential to provide a user-friendly human-machine interface experience for 
people, surpassing traditional HMIs in terms of ease of use. 

2) Hands-free HMI Experience: One of the biggest advantages of the hands-free HMI experience is the increased convenience it 
offers. By removing the need for physical interaction with the system, it enables users to carry out tasks in a more efficient and 
less distracting manner. This is particularly beneficial for those who need to multitask or for those who have their hands 
occupied with other tasks. 

3) Friendly Towards People with Disabilities: Another advantage of the hands-free HMI experience is that it is more accessible to 
people with neurogenic diseases, motor impairment, or disabilities as it provides them with an easier way to interact with 
technology. 

4) More convenient than traditional HMIs: The hands-free HMI experience offers a higher level of convenience than traditional 
HMIs. It allows users to carry out tasks more quickly and efficiently, without having to physically interact with the system. This 
is particularly useful in environments where time is of the essence, such as in manufacturing or healthcare settings. 

5) Futuristic: The hands-free HMI experience provided by the new technology is truly futuristic and represents a step forward in 
human-machine interaction. 
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VIII. DISADVANTAGES 
1) Individual Uniqueness: Due to the unique thinking patterns of each individual, there is a possibility that the implementation 

may not function accurately for everyone. 
2) Costs more than Traditional HMI Systems: One of the main disadvantages of the proposed HMI system is its cost. The system 

relies on an EEG headset as a core component, which is a specialized device designed to detect and measure the electrical 
signals generated by the human brain. Due to its complex design and the need for precision in detecting and measuring the 
electrical impulses in the brain, the EEG headset is an expensive component, making the overall cost of the HMI system higher 
than that of traditional HMI systems. 

3) Neural Network Training Complexity: The training of the neural network involves several design choices, such as selecting the 
number and types of layers, activation functions, loss functions, and optimization algorithms. This complexity requires 
expertise to create an effective model. 

4) Limited Testing: The proposed system was tested on a limited number of participants. Therefore, it may not be generalizable to 
a larger population. 

 
IX. CONCLUSIONS 

In conclusion, Brain-Machine Interface (BMI) technology has emerged as a promising approach that utilizes the 
Electroencephalogram (EEG) headset to read the brain waves produced in the human brain. By analyzing the collected data using 
advanced techniques such as Machine Learning (ML) or other AI techniques, correlations between the brain wave patterns and 
actions performed can be identified. The proposed BMI system has the potential to provide a user-friendly and convenient human-
machine interface for people suffering from neurogenic diseases, motor impairment, or disabilities, as well as for able-bodied 
individuals. To implement the proposed system, two main phases, namely training the neural network-based model and testing the 
built model, were performed. The data was preprocessed by temporal filtering, stimulation-based epoching, time-based epoching, 
and calculation of the logarithmic band power, and then used to train and test the neural network. The performance of the network 
was evaluated using several metrics such as accuracy, precision, recall, and F1 score. The results showed that the proposed BMI 
system has the potential to provide a reliable and accurate method for detecting focus in individuals. However, further research is 
required to address the limitations and challenges associated with the unique thinking patterns of each individual and the presence of 
various artifacts in EEG signals. Overall, the proposed system has the potential to revolutionize the field of human-machine 
interfaces and improve the quality of life for individuals with motor impairment, neurogenic diseases, or disabilities. 
 

X. FUTURE SCOPE 
The study has shown promising results in utilizing EEG-based Brain-Machine Interfaces for revolutionizing Human-Computer 
Interaction. However, there is still a lot of potential for further research and improvement in this field. 
Future studies could focus on increasing the accuracy of the prediction model by incorporating more advanced algorithms and 
techniques. Additionally, the study could be expanded to include more participants to increase the diversity of the data and account 
for individual differences. As advancements are made in the field of manufacturing, EEG headsets can be integrated with other 
devices that may get worn on the head, such as headphones, earphones or other headsets. This would make the use of EEG headsets 
more convenient for everyday use along with getting its manufacturing cost reduced. Additionally, EEG headsets with a high 
number of channels can be used to extract more data out of a person's brain. This newly found data can be used to find new patterns 
and correlations between a person's action and brain activity. This, in turn, can lead to new applications and use cases for EEG-
based brain-machine interface technology. Furthermore, this technology can be expanded to other animals with similar brain 
structure to humans, such as chimpanzees, monkeys, and other primates. This can open up new avenues of research and 
understanding into the neural activity of these animals and their behavior. 
Overall, the results of this study indicate a promising future for the development and utilization of EEG-based Brain-Machine 
Interfaces for improving Human-Computer Interaction. Further research in this area has the potential to unlock new opportunities 
for individuals with disabilities and improve the efficiency and convenience of interactions between humans and technology. 
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ABSTRACT  

Traditional Human-Machine Interface (HMI) devices have generally used human motor movements 
as source of input to perform corresponding output commands and functions. Keyboards and mice
have long been the de facto writing and pointing input devices respectively, but these are not very 
friendly towards people with motor disabilities, motor impairment, diseases such as Paralysis, 
Muscular dystrophy, Polio, Cerebral palsy, et cetra. Since these devices are being used since inception 
of computers, they have potential to be replaced by far more convenient methods that can improve the 
HMI experience and ultimately quality of life. These new methods can either completely replace the 
existing methods or supplement the current ones or stay as alternatives or else they could also be used 
as backup when a preferred HMI system fails. We can utilize new and emerging technologies such as 

Machine Interface (BMI) and Machine Learning (ML) to design 
than current existing ones. Using BMI and ML we can also ensure that these are friendly towards the 
aforementioned people who are not able-bodied. 

This is an open access article distributed under the Creative Commons
medium, provided the original work is properly cited. 

New and developing technology such as Brain-Machine Interface 
(BMI) utilize Electroencephalogram headset to read the brain waves 

Becker, 2022), this can then be 
analyzed using advance techniques such as Machine Learning (ML) or 
other AI techniques to find out correlation between a brain wave 
pattern produced by a person and the actions that they performed when 

wave pattern was recorded. Every human is unique and so are 
their thinking patterns so there exists chances of our implementation 
failing to function properly with some people but with enough training 
of an ML model with help of Neural Network (NN) we can generate a 
generalized model that may prove to be accurate for most people. The 
classification of EEG signals is done in thefollowing bands: α, β, δ, θ, 
and γ.These are to classify and name the signals from various areas of 

ach Electroencephalography (EEG) 
electrode. There are various artifacts like Electrocardiogram (ECG), 
Electromyography (EMG), and eye movement artifacts present in the 
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facilitates signal processing and sending the data collected towards an 
open network socket (Jadon and Natarajan, 2020). Thus, we will be 
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Such an implementation should prove to be very friendly towards the 
people suffering from neurogenic diseases, motor impairment or 
disabilities while providing a greater deal of convenience than the 
traditional HMIs to the rest, i.e. able-bodied people. 

mouse for Text Input on a Virtual Keyboard, 
2022 45th International Spring Seminar on Electronics Technology 
(ISSE), 2022. Rares Pogoreanu and Radu Gabriel Bozomitu designed a 
HMI system that utilized a 3D axis Gyroscope sensor, microprocessor 

screen keyboard to be used as a pointing device with 
the intent that it can be utilized by people with disabilities (Pogoreanu, 

awback with this implementation was that it can’t be used 
by people suffering from upper body paralysis. Since it uses OptiKey 
keyboard which only runs on Windows platform, this system can only 
work as a pointing device for devices having Windows installed, it is 

II(B) A Single Electrode Blink for Text Interface, 2020 IEEE 
International Conference for Innovation in Technology (INOCON), 
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using single electrode electroencephalogram (EEG) headset and 
processed it to trigger keypress on default Windows on-screen 
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This implementation has the drawback that latency is high, it takes too 
long to type sentences. Also, since they used OpenVibe which runs 
only on Windows and Windows built-in keyboard, this implementation 
is limited to run only on Windows Operating System, hence it is not 
portable. Eye blinks can also be easily detected with the help of 
Camera inputs and Machine Learning models without needing to invest 
on an expensive EEG headset.  
 
 

II(C). Wearable Multifunctional Computer Mouse Based on EMG and 
Gyro for Amputees, 2020 2nd International Conference on Advanced 
Information and Communication Technology (ICAICT), 2020. Md. 
Rokib Raihan, et al. implemented a single supply portable. 
Electromyogram (EMG) detection circuit which worked as a dual 
supply circuit. They also introduced an auto thresholding algorithm 
and muscle contraction detection algorithm which helped amputees to 
control the mouse cursor and use its facilities (Raihan, 2020).   The 
main drawback of this system is that it can’t be fully utilized by 
amputees or handicapped people that have lost either their biceps or 
triceps muscles and in case they have lost both, they can’t use this at 
all. People suffering from muscular dystrophy or muscle atrophy also 
may find this difficult to use. For people suffering with paralysis in 
their upper body (spine and/or arms) this system cannot be utilized 
properly as without neck movements the gyros would fail to produce 
any discernible output and EMG is dependent on signals from motor 
neurons which are absent if a person is suffering from any neurogenic 
disease. Furthermore, during inflammatory and dystrophic muscle 
diseases this system might not function as intended.  
 
PROPOSED SYSTEM 
 
We are proposing a system that would utilize Brain-Machine Interface 
(BMI) that would be used to take input in form of brain waves of the 
user and then it would be fed to a trained Machine Learning model that 
would be used to evaluate whether the user is trying to focus on 
something and if it evaluates to true, it will trigger a mouse click or 
key press depending on the context on screen. To emulate functions 
of a pointing device, we will be using gyroscope and eye based 
tracking as a backup for the main system wherein brain wave patterns 
will be mapped to discrete pointer movements. Our main goal with 
proposing such a system is to create a HMI system that is portable, 
convenient to use and is friendly to the disabled people. 
 

 
ADVANTAGES 
 

 Hands-free HMI experience 
 Friendly towards people with disabilities 
 More convenient than traditional HMIs 
 Comparatively more portable than the earlier implementations 

that are mentioned in the Literature Survey section. 
 

DISADVANTAGES 
 

 Requires comparatively more computational power as compared 
to traditional HMIs 

 Costs more than traditional HMI systems  
 Feels like it is still in its infancy when compared to traditional 

and time-tested HMI systems. 
 

FUTURE SCOPE 
 

When cost of EEG headsets is reduced and more advancements are 
made in the field of manufacturing of such headset, their size can get 
reduced, and this can be integrated with other devices that may get 
worn in head such as headphone, earphone or other headsets. EEG 

headsets having high number of channels can be used to extract more 
data out of a person’s brain and then this newly found data can be used 
to find new patterns and correlations between the person’s action and 
brain activity. It can also be expanded and branched out to be used with 
other animals with similar brain structure to humans such as 
Chimpanzees, monkeys and other such primates first, after which we 
can venture out to redesign and use it on any organism with noticeable 
brain activity. 
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CONCLUSION 
 

As discussed, we aim to design a new HMI system for Computers that 
will redefine HMI experience by combining Brain Machine interface 
(BMI) with Neural Network (NN). We have proposed to create a HMI 
system that is friendly to the people suffering from neurogenic diseases, 
motor impairment or disabilities and provides a greater deal of 
convenience than the traditional system to the rest, i.e. able-bodied 
people and boosts their quality of life. Thanks to advancements in field 
of science and electronics, it might finally be possible to create a 
potentially new mainstream HMI system. 
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Abstract: Clinical pictures assume a vital part in making the right determination for the specialist and in the patient's 

treatment interaction. Utilizing clever calculations makes it conceivable to rapidly recognize the injuries of clinical pictures, 

and it is particularly essential to separate elements from pictures. Many examinations have coordinated different 

calculations into clinical pictures. For clinical picture include extraction, a lot of information is investigated to acquire 

handling results, assisting specialists with presenting more exact defense analysis. In view of this, this paper takes cancer 

pictures as the exploration article, and first performs nearby double example highlight extraction of the cancer picture by 

revolution invariance. As the picture shifts and the turn changes, the picture is fixed comparative with the direction 

framework. The strategy can precisely portray the surface highlights of the shallow layer of the growth picture, consequently 

upgrading the vigor of the picture area portrayal. Zeroing in on picture include extraction dependent on convolutional 

neural organization (CNN), the fundamental system of CNN is assembled. To break the impediments of machine vision and 

human vision, the examination is reached out to multi-channel input CNN for picture include extraction. Two convolution 

models of Xception and Dense Net are worked to work on the exactness of the CNN calculation. It tends to be seen from the 

exploratory outcomes that the CNN calculation shows high precision in cancer picture include extraction. In this paper, the 

CNN calculation is contrasted and a few traditional calculations in the nearby paired mode.   

 

Keywords: CNN, FCM, Medical Image, segmentation, SVM 

 

INTRODUCTION 

           Medical imaging techniques are used to image the inner portions of a human body for medical diagnosis. And medical image 

classification is one of the most challenging & affluent topics in the field of Image Processing. Medical image classification 

problems, tumor detection or detection of Cancer is the most prominent one. The statistics about the death rate from brain tumor 

suggest that it is one of the most alarming and critical cancer types in the Human body. As per the International Agency of Research 

on Cancer (IARC), more than 1,000,000 people are diagnosed with brain tumor per year around the world, with ever increasing 

fatality rate. It is the second most fatal cause of death related to Cancer in children and adults younger than 34 years [1]. In recent 

times, the physicians are following the advanced methods to identify the tumor which is more painful for the patients. To analyse 

the abnormalities in different parts of the body, CT (Computed Tomography) scan and MRI (Medical Reasoning Imaging) are two 

convenient methods. MRI-based medical image analysis for brain tumor studies has been gaining attention in recent times due to 

an increased need for efficient and objective evaluation of large amounts of medical data.   

           The medical imaging processing refers to handling images by using the   computer. This processing includes many types of 

techniques and operations such as image gaining, storage, presentation, and communication. This process pursues the disorder 

identification and management. This process creates a data bank of the regular structure and function of the organs to make it easy 

to recognize the anomalies. This process includes both organic and radiological imaging which used electromagnetic energies (X-

rays and gamma), sonography, magnetic, scopes, and thermal and isotope imaging. There are many other technologies used to 

record information about the location and function of the body. Those techniques have many limitations compared to those 

modulates which produce images.  

 

 

LITURATURE SURVEY 

In recent years, numerous and diverse types of work  have been carried out in the field of medical image processing. Researchers 

from the various ground such as computer vision, image processing, machine learning came into a place in the field of Medical  

Image Processing. Here are  some of the existing papers to find the most useful and advanced methods that were used in the existing 

articles in recent times. Literature survey total consist of 52 research articles that will discuss thoroughly about these papers and 

their working procedures which are related to the work.  

 • Devkota, B. & Alsadoon, Abeer & Prasad, P.W.C. & Singh, A.K. & Elchouemi, A. (2018). Image Segmentation for Early 

Stage Brain Tumor Detection using Mathematical Morphological Reconstruction. Procedia Computer Science. 125. 115-

123. 10.1016/j.procs.2017.12.017.  

B. Devkota et al. [5] have proposed that a computer-aided detection (CAD) approach is used to spot abnormal tissues via 

Morphological operations. Amongst all different segmentation approaches existing, the morphological opening and closing 

operations are preferred since it takes less processing time with the utmost efficiency in withdrawing tumor areas with the least 

faults.  

 • S. Pereira, A. Pinto, V. Alves, and C. A. Silva, "Brain Tumor Segmentation Using Convolutional Neural Networks in 

MRI Images," in IEEE Transactions on Medical Imaging, vol. 35, no. 5, pp. 1240-1251, May 2016.  

S. Pereira et al. [6] presented that magnetic resonance prevents physical segmentation time in the medical areas. So, an automatic 

and reliable segmentation technique for identifying abnormal tissues by using Convolutional Neural Network (CNN) had been 
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proposed in the research work. The massive three-dimensional and underlying roughness amongst brain images makes the process 

of segmenting the image a severe issue, so a robust methodology such as CNN is used.  

• Sankari Ali, and S. Vigneshwari. “Automatic tumor segmentation using convolutional neural networks.” 2017 Third 

International Conference on Science Technology Engineering & Management (ICONSTEM) (2017): 268-272.  

A. Sankari and S. Vigneshwari [7] has proposed a Convolutional Neural Network (CNN) segmentation, which principally based on 

the brain tumor classification method. The proposed work used the non-linearity activation feature that's a leaky rectified linear unit 

(LReLU). They primarily focused on necessary capabilities, which include mean and entropy of the image and analyzed that the 

CNN algorithm is working higher for representing the complicated and minute capabilities of brain tumor tissues present in the MR 

Images.  

• Minz, Astina, and Chandrakant Mahobiya. “MR Image Classification Using Adaboost forBrainTumorType.” 2017 

IEEE 7th International Advance Computing Conference (IACC) (2017): 701-705.  

Astina minz et al. [8] implemented an operative automatic classification approach for brain image that projected the usage of the 

AdaBoost gadget mastering algorithm. The proposed system includes three main segments. Pre-processing has eradicated noises in 

the datasets and converted images into grayscale. Median filtering and thresholding segmentation are implemented in the pre-

processed image.  

• P.S. Mukambika, K Uma Rani, “Segmentation and Classification of MRI Brain Tumor,” International Research 

Journal of Engineering and Technology (IRJET), Vol.4, Issue 7, 2017, pp. 683 – 688, ISSN: 2395-0056  

Mukambika et al. [9] proposed methodology for the subsequent stage’s classification of the tumor, whether it is present or not. 

Their proposed work represents the comparative study of strategies used for tumor identification from MR images, namely the 

Level set approach and discrete wavelength transforms (DWT) and K-method segmentation algorithms. After that phase, feature 

extraction is done followed SVM classification.  

• Sobhaninia, Zahra & Rezaei, Safiyeh & Noroozi, Alireza & Ahmadi, Mehdi & Zarrabi, Hamidreza & Karimi, 

Nader &  

Emami, Ali & Samavi, Shadrokh. (2018). “Brain Tumor Segmentation Using Deep Learning by Type Specific Sorting of  

Images”.  

Zahra et al. [14] applied LinkNet network for tumor segmentation. Initially, they used a single Linknet network and sent all training 

seven datasets to that network for segmentation. They did not consider the view angle of the images and introduced a method for 

CNN to automatically segment the most common types of a brain tumor which do not require pre-processing steps.   

AIM & OBJECTIVES 

The main objective of this project is to build a model that can predict whether the medical images contain a tumor or not and find 

its properties. To build a model that can predict whether the medical images contains a tumour or not. Some useful information that 

also be extracted from this algorithm in simpler form in front of the users, for treating the patient. To develop an algorithm that will 

able to provide information like size, dimension and position of the tumour, which will provide the base for the medical staff for 

further treatment.   

MOTIVATION 

      Observing  the recent statistics of death rate caused by brain tumors, the automatic brain  tumor detection and classification 

needs to be studied. Tumor detection in medical images are time consuming as it depends on human  judgment. The experts in this 

field, such as radiologists, specialized doctors examine CT scan, MRI, PET scan images and give decisions upon which the treatment 

depends. This whole process is time consuming. Automated medical image analysis can help to reduce the time and effort taken 

here and the workload of a human as it will be done by machines 

 

SYSTEM ARCHITECTURE 

 
 

Fig -1: System Architecture Diagram 

http://www.ijsdr.org/


ISSN: 2455-2631                                                    November 2022 IJSDR | Volume 7 Issue 11  

IJSDR2211116 www.ijsdr.orgInternational Journal of Scientific Development and Research (IJSDR)  822 

 

APPLICATION: 

o Hospital 

o Health care center 

 

FUNCTIONAL & NON-FUNCTIONAL REQUIREMENTS  

Functional requirements: may involve calculations, technical details, data manipulation and processing and other specific 

functionality that define what a system is supposed to accomplish. Behavioral requirements describe all the cases where the system 

uses the functional requirements; these are captured in use cases.  

Nonfunctional Requirements: (NFRs) define system attributes such as security, reliability, performance, maintainability, 

scalability, and usability. They serve as constraints or restrictions on the design of the system across the different backlogs.  

Functional requirements  

• Registration 

• User Login  

• Creation of database: Users Mandatory Information  

Design Constraints:             

1. Database 

2. Operating System 

3. Web-Based Non-functional Requirements 

 

Security: 

1. User Identification 

2. Login ID 

3. Modification 

Performance Requirement: 

1. Response Time 

2. Capacity 

3. User Interface 

4. Maintainability 

5. Availability 

 

SYSTEM REQUIREMENTS 

                          

Software Used:  

▪ Python 3.9.0 or above, Kaggle and PyCharm   

Hardware Used: 

o I3 processor or above 

o 150 GB Hard Disk or above 

o 4 GB RAM or above 

 

CONCLUSION 

 

We proposed a computerized method for the segmentation and identification of a brain tumor using the Convolution Neural 

Network. The input MR images are read from the local device using the file path and converted into grayscale images. These images 

are pre-processed using an adaptive bilateral filtering technique for the elimination of noises that are present inside the original 

image. The binary thresholding is applied to the denoised image, and Convolution Neural Network segmentation is applied, which 

helps in figuring out the tumor region in the MR images. The proposed model had obtained an accuracy of 84% and yields promising 

results without any errors and much less computational time. 
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Abstract 

Clinical pictures assume a vital part in making the right determination for the specialist and in the 

patient's treatment interaction. Utilizing clever calculations makes it conceivable to rapidly recognize 

the injuries of clinical pictures, and it is particularly essential to separate elements from pictures. Many 

examinations have coordinated different calculations into clinical pictures. For clinical picture include 

extraction, a lot of information is investigated to acquire handling results, assisting specialists with 

presenting more exact defense analysis. In view of this, this paper takes cancer pictures as the 

exploration article, and first performs nearby double example highlight extraction of the cancer 

picture by revolution invariance. As the picture shifts and the turn changes, the picture is fixed 

comparative with the direction framework. The strategy can precisely portray the surface highlights 

of the shallow layer of the growth picture, consequently upgrading the vigor of the picture area 

portrayal. Zeroing in on picture include extraction dependent on convolutional neural organization 

(CNN), the fundamental system of CNN is assembled. To break the impediments of machine vision 

and human vision, the examination is reached out to multi-channel input CNN for picture include 

extraction. Two convolution models of Xception and Dense Net are worked to work on the exactness 

of the CNN calculation. It tends to be seen from the exploratory outcomes that the CNN calculation 

shows high precision in cancer picture include extraction. In this paper, the CNN calculation is 

contrasted and a few traditional calculations in the nearby paired mode.   
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INTRODUCTION 

           Medical imaging techniques are used to image the inner portions of a human body for medical 

diagnosis. And medical image classification is one of the most challenging & affluent topics in the field of 

Image Processing. Medical image classification problems, tumor detection or detection of Cancer is the most 

prominent one. The statistics about the death rate from brain tumor suggest that it is one of the most alarming 

and critical cancer types in the Human body. As per the International Agency of Research on Cancer (IARC), 

more than 1,000,000 people are diagnosed with brain tumor per year around the world, with ever increasing 

fatality rate. It is the second most fatal cause of death related to Cancer in children and adults younger than 

34 years [1]. In recent times, the physicians are following the advanced methods to identify the tumor which 

is more painful for the patients. To analyse the abnormalities in different parts of the body, CT (Computed 

Tomography) scan and MRI (Medical Reasoning Imaging) are two convenient methods. MRI-based medical 

image analysis for brain tumor studies has been gaining attention in recent times due to an increased need for 

efficient and objective evaluation of large amounts of medical data.   

           The medical imaging processing refers to handling images by using the   computer. This processing 

includes many types of techniques and operations such as image gaining, storage, presentation, and 

communication. This process pursues the disorder identification and management. This process creates a data 

bank of the regular structure and function of the organs to make it easy to recognize the anomalies. This 

process includes both organic and radiological imaging which used electromagnetic energies (X-rays and 

https://www.ijirmps.org/
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gamma), sonography, magnetic, scopes, and thermal and isotope imaging. There are many other technologies 

used to record information about the location and function of the body. Those techniques have many 

limitations compared to those modulates which produce images.  

 

LITURATURE SURVEY 

• In this paper, In medical, magnetic resonance- imaging is a tough field in image processing because 

accuracy percentage must be very high so doctors could get proper idea about diseases to save patient’s 

life. Some MRI images have been taken as inputs data. The brain tumor segmentation process is performed 

for separating brain-tumor tissues from brain MRI images, The MRI images should be filtering such as 

with the median filtering technique and skull stripping should be done in pre-processing, the thresholding 

process is being done on the given MRI images with using the watershed 4 Tumor Recognition utilizing 

X-ray pictures segmentation method. Then at last the segmented tumor region is obtained. And then in 

other phase features extracted by GLCM methods using MATLAB software. Then, the some images have 

been classified using support vector machine (SVM), this system obtained with the average accuracy of 

93.05. Which is quite better than other conventional models [1]. 

• In this research paper, the authors have proposed a new system based on SVM, which discriminates 

between the Brain MRI images to mark them as tumorous or not. The model achieved an accuracy of 

96.08%, with an f-score of 97.3. The model is having SVM with 3 layers and requires very few steps of 

pre-processing to produce the results in 35 epochs. The purpose of the research is to highlight the 

importance of diagnostic machine learning applications and predictive treatment.[2]. 

• The paper focuses on detecting brain tumors using machine learning. The authors of this paper had 

compared the SVM Classification Technique and SVM Classification Technique. So, as per the paper first 

model is segmented by Fuzzy C Means Algorithm (FCM) and then classified by a traditional machine 

learning algorithm. The second model focused on deep learning for tumor detection. FCM gives better 

results for noisy clustered data set. SVM Classification Technique gives 92.42% of accuracy. And 5-layer 

SVM Classification Technique gives 97.87% of accuracy.[3]. 

• The paper discusses the detection of brain tumors for three types- meningioma, glioma, pituitary tumor. 

So, they had taken images from three different planes- sagittal plane, axial plane, coronal plane. Then, 

with all the images Data Augmentation process is performed. Then it goes through a 5-layer SVM 

classification technique. Further, the output came from the SVM process is been trained by use of 

Confusion Matrices Algorithm. So,the best result for 10-fold cross-validation was achieved for the record-

wise method and, for the augmented dataset, and the accuracy was 96.56%.[4]. 

• In this paper, a convolutional neural network (SVM) is designed for classifying the tumor. For extracting 

quantitative information from an image discrete wavelet transform was used for extracting wavelet 

coefficients and gray-level co-occurrence matrix (GCLM) for statistical feature extraction. Uses a K -

means segmentation algorithm for localizing and segmentation of tumor part once the classification of 

tumor image was done This study used a dataset of 100 images for training the model 

.   

AIM & OBJECTIVES 

The main objective of this project is to build a model that can predict whether the medical images contain a 

tumor or not and find its properties. To build a model that can predict whether the medical images contains 

a tumor or not. Some useful information that also be extracted from this algorithm in simpler form in front 

of the users, for treating the patient. To develop an algorithm that will able to provide information like size, 

dimension and position of the tumour, which will provide the base for the medical staff for further treatment.   

 

MOTIVATION 

      Observing  the recent statistics of death rate caused by brain tumors, the automatic brain  tumor detection 

and classification needs to be studied. Tumor detection in medical images are time consuming as it depends 

on human  judgment. The experts in this field, such as radiologists, specialized doctors examine CT scan, 

MRI, PET scan images and give decisions upon which the treatment depends. This whole process is time 

consuming. Automated medical image analysis can help to reduce the time and effort taken here and the 

workload of a human as it will be done by machines 

https://www.ijirmps.org/
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SYSTEM ARCHITECTURE 

 
 

Fig -1: System Architecture Diagram 

 

APPLICATION: 

o Hospital 

o Health care center 

 

FUNCTIONAL & NON-FUNCTIONAL REQUIREMENTS  

Functional requirements: may involve calculations, technical details, data manipulation and processing and 

other specific functionality that define what a system is supposed to accomplish. Behavioral requirements 

describe all the cases where the system uses the functional requirements; these are captured in use cases.  

 

Nonfunctional Requirements: (NFRs) define system attributes such as security, reliability, performance, 

maintainability, scalability, and usability. They serve as constraints or restrictions on the design of the system 

across the different backlogs.  

Functional requirements  

• Registration 

• User Login  

• Creation of database: Users Mandatory Information  

Design Constraints:             

1. Database 

2. Operating System 

3. Web-Based Non-functional Requirements 

Security: 

1. User Identification 

2. Login ID 

3. Modification 

Performance Requirement: 

1. Response Time 

2. Capacity 

3. User Interface 

4. Maintainability 

5. Availability 

https://www.ijirmps.org/
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CONCLUSION 

We proposed a computerized method for the segmentation and identification of a brain tumor using the 

Convolution Neural Network. The input MR images are read from the local device using the file path and 

converted into grayscale images. These images are pre-processed using an adaptive bilateral filtering 

technique for the elimination of noises that are present inside the original image. The binary thresholding is 

applied to the denoised image, and Convolution Neural Network segmentation is applied, which helps in 

figuring out the tumor region in the MR images. The proposed model had obtained an accuracy of 84% and 

yields promising results without any errors and much less computational time. 

 

FUTURE SCOPE 

1. In future we are able to implement multiple diseases in one system. 

2. We can able to detect only and exact tumor from the x-ray. 

3. 3D Scanning of tumor will be feasible in future. 
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Abstract
Electric vehicles (EVs) are a promising class of drive trains in the coming years especially in urban
regions it is revolution helpful in shifting the decentralized exhaust emission in megacities to centralized
power plants in rural areas. Electric vehicles are growing in popularity since they are good alternatives
to traditional vehicles. Nowadays, due to the increase in prices and the environmental pollution of fossil
fuels,  individuals  and  governments  are  tending  towards  the  concept  of  electric  vehicles.  With  the
development of technologies, the number of electric vehicles raised the required quantity of charging
stations. An intelligent system can be used to manage all the systems using automation technology.
Searching for charging stations for electric vehicles is an important issue for drivers which needs the
implementation of a smart charging infrastructure network. The automation helps to check the charging
slot availability and booking slot for electrical vehicle charging. It is important to reduce waiting time as
well as provide improved efficiency. Our system is intended for locating nearby charging stations and
slot booking according to waiting time and availability of charging stations. The booking process is
automated to improve efficiency in accessing the charging station facilities.

Keywords: Electric Vehicle, Charging Station Automation, Online Slot Booking, EV Charging Station 
Search, Smart Charging.

1.  Introduction
Over the few years ago, electric vehicles (EV) have gained significant attraction because of their appeal
as a possible alternative to gas-powered vehicles. Since 2008, In US more than 4,10,000 EVs have been
sold till December 2015, it represent 33% of the global sales. The electric vehicle is expected as major
sores of transportation in future. The main advantage of electric vehicle is pollution free. Electricity is
used to charge there battery the power is taken from traditionally fossil flue power plants. It reduces their
environment-friendly mode of transfer. Recently solar power base electric charging station is designed
that  provides clean electricity and improves efficiency of solar.  While installation of power vehicle
system can be on roof top of a building and solar canopies can also install on parking slot. It will make
an excellent choice for solar power electric vehicle charging station. It will provide clean electricity as
well as provide shade to vehicles.
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The increasing exhaustion of fossil energy and depletion of global energy reserves in a major worldwide
concern at economic, environmental and industrial levels. Potentially, the greenhouse gas emissions are
changing the climate which would be major threat to human society. PHEV is considered as an option to
reduce gas emissions and depletion of energy reserve. Considering that PEVs will play a major role in
the future transport sector, governments, power systems operators, and automakers, have shown great
interest  in  building  an  efficient  charging  network  for  parking  place  in  residence,  downtown  and
industrial park. With the popularization of PEVs, charging PEVs is large and vary over time when PEV
penetration becomes significant, which increases the electric demand and changes the demand curve.
From a distribution planning perspective,  plug-in electric  vehicles (PEVs) are  an unknown quantity
representing potential demand which varies both spatially and temporally across the system. In order to
accurately  assess  potential  distribution  systems  impacts,  these  load  diversity  characteristic  must  be
accounted in the system analyses. 

In this system whenever the users car battery is low it will search for nearby station for charging his
battery. After searching for the nearby station it will display map of nearby station. User will search for
station which has minimum waiting time and will book his slot there. The User will get notified when
his request will be accepted by the Head Operator of the Station. The Head Operator of the Station will
see the entire request for the customers. He can accept or keep in waiting the request of the customer.
After the confirmation by the station operator the customer will go to station at his time slot and the head
operator will give command for customer charging.

2.  Literature Review
We  have  studied  previous  Researchers  innovation  to  know  more  about  the  system  which  we  are
developing. 

A.Aljanad et al.  [1]:  This paper presents the impact study of plugin electric vehicles (PHEVs) on a
power distribution system and investigates how it would affect the distribution systems from different
perspectives. PHEVs are modeled as storage energy systems in which its dispatch mode will follow the
load shape patterns for charging behavior. 

W. Deng et al. [2]: This paper provides a comprehensive study on using multiterminal low voltage direct
current (MT-LVDC) to connect multiple feeders or transformers, which can solve network constraints
efficiently to improve the ability of the power supply for more PEV integration. This paper proposes an
adaptive droop control for the MT-LVDC distribution system, and presents a probabilistic evaluation
method to  analyze  the  PEV integration  capacity.  To illustrate  the  potential  of  using  MT-LVDC to
improve PEV integration in an existing distribution network, a case study is performed, and the results
show that  MT-LVDC based on the  proposed adaptive droop control  can  share  the charging power
demand during steady state and dynamic conditions between multiple feeders or transformers. 

J. Stojkovic et al. [3]: This paper analyses the optimal operation of a commercial PV charging station
with 10 chargers for electric vehicles. The charging station is connected to the main distribution network
and can buy and sell electricity to the grid. A multi-objective optimization algorithm that minimizes the
operational costs of the charging station and costs related to the power losses in the distribution grid has
been proposed. In the proposed method, the interests  of the charging station owner and distribution
system operator were considered. Constraints related to user comfort in terms of the minimum level the
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state of charge when the vehicle leaves charging station and the technical limitations of the grid were
also considered. 

M. Tabari et al. [4]: This paper proposes a mathematical model for a stabilityenhanced dc distribution
system, for charging plug-in electric vehicles. The stability of the dc distribution system is enhanced
through a nonlinear control strategy exercised locally by each battery charger. The proposed model is of
the matrix form and can be used for small-signal analysis of a dc distribution system that hosts an
arbitrarily large number of battery chargers. The paper also presents a set of computationally efficient
equations for calculating system eigenvalues.

K. Peng et al.  [5]: Firstly, a stability model of DC power distribution system integration of electric
vehicles under different charging and discharging modes is established, and the stability of DC power
distribution  system is  compared  according to  Nyquist  stability  criterion,  when electric  vehicles  are
charged and discharged in different ways. Finally, a DC power distribution system time domain example
with  electric  vehicle  is  made in  DIgSILENT simulation software,  and simulation  results  verify  the
correctness of theoreticalanalysis. 

Y. Li et al. [6]: Firstly, the impacts of on-board charging devices with different electrical characteristics
on  alternating  current  power  supply  were  discussed.  Additionally,  the  electrical  effects  of  electric
vehicle  integration  into  three  typical  residential  communities  were  demonstrated.  By  evaluating
harmonic in residential distribution system, three-phase unbalance degree and voltage deviation, two
suitable power supply mode for electric vehicle charging devices in residential community and possible
entry approval standards of on-board charger were proposed.

3.  Methodology
This Section introduces the methodologies used by the developer. It also describes in detail steps used
by the user. Our system is based on few stages that connects both admin and user to website and works
on real time data. Since the user needs to register before accessing the website, the credentials and user
information  is  saved  to  database.  On  the  other  hand,  charging  station  details  are  displayed  and
continuously updated for availability of charging slots. Other details like rates of EV charging, address
are stable.
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Figure 1: Block Diagram of Proposed System

User
Step 1: 
 Register: User can register using personal details. 
 Login: User can login in his personal account using id and password. 

Step 2: Find Stations
 Choose station 
 Choose slot 

Step 3: Book Slot
 Send request 

Admin
Step 4: Confirm Slot 
 Login: Admin can login using id and password. 
 View Bookings: 

 View registered users 
 Cancel booking if station is occupied 
 Confirm booking if station is available 
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Step 5: Generate bill 
 Insert available slot time 
 Generate bill

User
Step 6: Payment 
 Check status 
 Make payment if slot confirmed and bill generated

3.1. Architectural Design
A description of the program architecture is presented below. A figure of architecture shows the server
database, user activity and charging station reply. A system is designed to locate charging stations which
need user location on the network. The nearby stations are presented on the map accordingly. Since the
database is important part of the system, it is implemented with basic details of charging stations and
user activities. A new user should register the system and log-in credentials are saved to the database.
The database also contains charging station details like address, slot availability, charging rates etc. with
waiting time.  Our system provides  facility  to  check the  availability  of  charging slots  by sending a
request to the charging station. The request is either accepted by charging station with slot details or
denied.

Figure 2: Architecture Diagram

The above figure shows the flow of slot booking activity. In case of a request, the user gets a message
for the status of the request. If the request is accepted, the user books a slot with successful payment to
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the charging station, otherwise, needs to request another charging station. The database is constantly
updated for engaged slots and waiting time.

Figure 3: Flow of Charging Station Slot Booking

The  above  figure  shows  the  deployment  diagram of  charging  station  slot  booking  system.  In  this
diagram, system is classified into three main sections including website, database server and user device.
Website has access to both user and charging station admin while the server is intermediate element to
provide details of charging stations and login credentials.

Figure 4: Deployment Diagram of Charging Station Slot Booking

3.2. Hardware and Software Specifications
Hardware Resources Required

Table 1: Hardware Requirements

Sr. No. Device Parameter Minimum Requirement Justification

1
Laptop or
Desktop

CPU Speed 2 GHz High speed system required

RAM 4 GB Higher RAM capacity

2 Android Phone Version 6.0 and above Compatible to web application

3 iPhone Version iOS 9 and above Compatible to web application

Software Resources Required

 Platform: JSP 

 Operating System: Windows 10, Server 

 IDE: Apache Netbeans 15 

 Programming Language: Java, HTML, CSS

 Database: MySQL
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4.  Outputs

 Stage 1: User Registration and Log-in

Figure 5: User Registration

Figure 6: Log-in Page

Paper Id: 230090 https://doi.org/10.37082/IJIRMPS.v11.i3.230091 7

https://portal.issn.org/resource/ISSN/2349-7300
https://www.ijirmps.org/archive.php?volume=11&issue=3
https://www.ijirmps.org/
https://doi.org/10.37082/IJIRMPS.v11.i3.230091
https://www.ijirmps.org/research-paper.php?id=230090


IJIRMPS Volume 11, Issue 3, (May-June 2023) E-ISSN: 2349-7300

 Stage 2: After Log in
Figure 7: User Information

Figure 8: Locating Nearby Charging Stations and Waiting Time with Booking Option

Paper Id: 230090 https://doi.org/10.37082/IJIRMPS.v11.i3.230091 8

https://portal.issn.org/resource/ISSN/2349-7300
https://www.ijirmps.org/archive.php?volume=11&issue=3
https://www.ijirmps.org/
https://doi.org/10.37082/IJIRMPS.v11.i3.230091
https://www.ijirmps.org/research-paper.php?id=230090


IJIRMPS Volume 11, Issue 3, (May-June 2023) E-ISSN: 2349-7300

 Stage 3: Booking Request

Figure 9: Booking Display at Admin-side

Figure 10: Booking Accepted
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Figure 11: Bill Payment Gateway

 Stage 4: After successful payment, EV reach to CS and charging is done in booked slot. User can
call for battery by direct contact with charging station.
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Figure 12: Call for Battery

       

5.  Future Scope
A Smart system developed for charging station search and slot booking has wide scope in automation of
charging stations. It is important in the enhancement of service performance as well as time and cost
efficiency. The future scope of the project will extend the range of details on the map and automatic
selection of the most convenient CS.

The system can be further implemented to increase the number of charging stations. It will encourage to
use EVs instead of conventional vehicles with increased efficiency of facilities and infrastructure of
charging stations. Also, the cost will reduce with large number of EVs on road. In short, we can define
the scope of project as below. 

 Encourage users to use more electric vehicles with eco-friendly approaches. 

 The global imperative to cut carbon pollution and oil dependency 

 Budget friendly for consumers 

 More variations in the features of the car.

6.  Conclusion
As India is a country with a vast road network, if the country wants to boost the popularity of EV’s it
need to install as many charging stations as possible. Installation of charging is much easier but lack of
knowledge  makes  it  difficult  to  handle.  Proper  knowledge  will  surely  improve  Current  Situations.
Charging of EV from solar energy provides a sustainable gateway for transportation in the future. It
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provides a direct utilization of the PV power during the day and exploits the solar potential rooftops of
buildings. Our System will ease the problem depleting resources and increase in pollution caused by the
non-electric cars. The system is cost efficient as the user can charge his car through 3 modes i.e. Wind,
Solar and Power Supply. If user will book prior a slot for his car charging to the nearby station helping
him to avoid long queue. 

The  user  can  also  find  nearby  stations  by  entering  his  current  location  and  it  will  display  all  the
convenient  options  feasible  for  users.  Also,  the  option  of  battery  change facilitates  to  contact  with
charging station directly in case of battery discharged. However, the user has choice to select station of
choice according to charge rates. It is easier and convenient to both user and charging stations to reduce
the rush. Even the operator at CS can reject the request if unavailability of charging slot. This reduce
time and hurdle to search new CS after reaching at the CS. Our web application can be accessible from
anywhere and any device including laptop or mobile. Thus, the system is convenient and efficient in
locating  CS and booking slot  with  details  of  charging cost,  waiting  time and location  of  charging
stations.
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Abstract—The most fascinating topic in economic geography 

is the storage location-allocation problem. The storage serves as 

a transition point to lower the cost of transmission. To produce 

an accurate and approximate response, two a model based 

hybrid of k-means –Particle Swarm Optimization(KPSO) 

proposed in this work. When compared to the existing model, 

the proposed model formulation is simpler and easier to 

understand. The testing findings show that the proposed model 

makes better use of the computer's Random Access Memory 

(RAM), allowing us to solve medium-sized tasks. This approach 

cannot outperform the MIP model in terms of run time.The 

multi-assignment facility location queries are included in the 

extension of the CP formulations. Initial PSO solutions are 

produced using the well-known data clustering technique K-

means. The experimental results demonstrate that in terms of 

time, objective value, and reliability of performance metrics, the 

KPSO method is superior to the PSO. 

Keywords—Transportation model, SCM, Material 

management, K-means algorithm. 

I. INTRODUCTION 

A component of data mining known as data clustering 
seeks to categorize or group data items within a dataset based 
on their similarities and differences [1-2]. To make data items 
inside a cluster more similar to one another than to those in 
other clusters, a dataset is split into clusters [3]. In other words, 
data grouping is done to increase inter-cluster distance while 
decreasing intra-cluster distance between data items [4]. 
Numerous applications, including biological data, analysis of 
social networks mathematical programming, customer 
segmentation, picture segmentation, data summarizing, and 
consumer research, have benefited greatly from the use of data 
clustering for categorizing data [5-7]. The process of 
clustering information may be done in a variety of ways. The 
region-based segmentation methods and the hierarchical 
clustering methods are the two main groups into which these 
techniques fall. The dendrogram produced by the hierarchical 
clustering approach shows the order in which the dataset's data 
items were clustered by iteratively hierarchically grouping 
them. Requiring a particular goal function, the partitional 
clustering approach creates a single dataset partitioning to 
recover underlying natural groups within the dataset without 

using any hierarchical structure [8]. The well-known K-means 
classification algorithm is one of the several partitional 
similarity measures.  

Without previous domain expertise, it might be 
challenging to select optimal cluster numbers for datasets 
including high dimensional data items of different densities 
and sizes. The K-means technique is ineffective for automated 
clustering due to the need to pre-define the number of clusters. 
Because the appropriate number of clusters in a dataset is 
determined automatically for automatic clustering methods 
without the need for baseline knowledge about the dataset's 
data items, As a result, metaheuristics derived from nature 
have been used to solve automated clustering issues. This 
standard k-means technique has been enhanced in terms of 
both performance and autonomous clustered problem 
handling by combining a few nature-inspired metaheuristics 
algorithms. In this article, we discuss and evaluate the many 
nature-inspired optimization methods that have recently been 
combined with K-means or any of its variations to address 
automated statistical data analysis issues [9]. Numerous 
evaluations of the usage of association rules inspired by nature 
have been published, many of which only focus on 
autonomous grouping. Current research on all significant 
existing metaheuristic techniques for automated clustering 
issues [10]. 

II. LITERATURE REVIEW 

The choice of providers has drawn a lot of attention in 
supply chain management, especially when it comes to the 
purchasing departments of every company [11]. A range of 
Multiple-Criteria Decision Analysis techniques was used to 
choose the best bidder based on the specifications outlined by 
management staff [12]. The procurement teams use arbitrary 
evaluation standards to evaluate the suppliers. In all, there are 
two processes involved in choosing the right vendors. One is 
NN-DEA to address the measuring criterion's lack of data. 
Data Envelopment Analysis and Neural Network methods are 
combined in the Analytical Hierarchy Technique [13]. AHP is 
used to evaluate dimensions, DEA is used to evaluate 
standardized guidelines, and NN is used to assess the 
effectiveness of providers [14].NN algorithms were also 
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employed in conjunction with AHP to determine variable 
weighting and NN to choose appropriate suppliers. To limit 
alternative amounts and choose the best cluster throughout the 
selection phase, mix "AHP with NN but employs Fuzzy Set 
Theory, whereas integrates FST with AHP analyses and 
clustering analytics [15]. To enhance training search 
technology, PSO is used to obtain main weights and build a 
network, and NN chooses the best provider based on previous 
data. Reverse process evaluation of requirements is used, 
subjecting potential providers to ANN. The assessment 
procedure ensures that PSO will be used to determine which 
supplier is the best. "DEA is planned to be linked with SVM," 
reads [16]. The optimal supplier may be chosen using SVM 
once the performance numbers are obtained using DEA. For 
choosing green suppliers, researchers have proposed the 
artificial neural network - multi-attribute decisions analysis 
technique, which combines DEA, Analytical Network 
Method, and NN models [17-19]. This could handle missing 
values and gets around the drawbacks of DEA models. 

Although this learning has a lot of promise, it also has a lot 
of restrictions. Concerns about biases in algorithms, security, 
accountability, and information protection are among the 
many questions related to ethical concerns. The ideas of 
explicability and interpretability in the setting of human 
learning are also highlighted in this special issue [20].To make 
AI more dependable for users in learning contexts and to avoid 
misunderstandings, we need much more research and 
evidence-based dialogue. In addition to already issued patents 
in the sector, we conducted a thorough study of 
interdisciplinary computerized bibliographic databases [21]. 
We have found development tools that can help with different 
levels of digital merging. Having created a big data-driven, 
AI-enhanced reference model that guides developers toward a 
fully functional DT-enabled solution. Furthermore, we 
revealed problems and presented prospects to demonstrate the 
passion for research of AI-ML for digital twinning. 

III. PROPOSED SYSTEM 

In this paper, two new ways to solve the existing problem 
are proposed. The p-HLAP has been solved using a variety of 
heuristic and meta-heuristic techniques, although accurate 
solutions have seldom been created. Additionally, it has been 
demonstrated to be superior to alternative precise solution 
techniques for a variety of situations. Since there isn't a precise 
solution for p-HLAP and CP is effective at solving many other 
kinds of issues, this study's main innovation is the 
development of a CP formulation. As a result, the problem is 
written in a CP-appropriate manner. To address various HLAP 
kinds, such asmultiple assignment p-HLP and single HLP 
with restricted capacities, the CP formulation is further 
expanded. Furthermore, a combination of KPSO is developed 
to provide high-quality solutions. Various clustering is 
produced by the K-means method in different runs. This is 
generally a flaw. This flaw served as a strength for us as we 
came up with several PSO first remedies. The findings are 
then examined to determine which strategy is best for the 
various sizes of the issue after the strengths and drawbacks of 
the two novel solution strategies are contrasted with MIP and 
conventional PSO. 

A. Problem description 

To make travel between them easier and more affordable, 
p-HLAP is concerned with placing p Stores among n nodes 
and assigning other networks to one of the storage nodes. The 

transit is carried out utilizing Storage systems rather than 
direct transfers among locations, which reduces the cost of 
transport [25]. In Fig.1, a schematic of this technology is 
shown. 

 

Fig. 1. Proposed architecture of solving p-HLP issues 

Equation (1) assurances the creation of p Memory. Each 
node is given a Memory according to (2). In (3) states that a 
node must serve itself if it is formed as a repository. This 
solution has 2I+1 restrictions and a 2I variable. 
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A community of population of solutions is typically the 
starting point for PSO, which then aims to enhance these 
solutions. Crossover and mutation are two different sorts of 
operators that are employed for improvement. Some 
academics have created novel operators or employed 
inventive algorithms to construct early answers to speed up 
problem-solving based on the characteristics of the challenge. 
Here, we proposed accelerating the PSO for p-HLAP using 
the k-means method and a novel crossover operator. Fig.2. 
shows the planned KPSO flowchart. 

 

Fig. 2. Proposed KPSO to approximate p-HLAP solution 
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The original inhabitants are what PSO uses to try to 
enhance them. Mutation and mutation regulators are used for 
this. A novel transformation function is also proposed, and 
Fig.2 illustrates it. To do this, a criterion is established using 
(4) and (5). 

%ℎ	 � �	'(∑ �	
 � �	
�
 ) # ∈ �'                   (4) 

Where A, are all nodes that are allocated to hub k. A node 
with the max rh is chosen for changing its hub. 

%�	 � �	'(∑ �	
 � �	
�
 ) - ∈ .'                (5) 

IV. RESULTS AND DISCUSSIONS 

The effectiveness of the CP composition over MIP and the 
KPSO composition over pure PSO are contrasted. The CP and 
KPSO are then examined along with their benefits and 

drawbacks. IBM ILOG v12.8.0 is used to code and solve the 
MIP and CP formulations to compare their performance to 
that of the MIP formulation. The main dataset with 200 nodes 
and 8 Storage, 11 preconfigured smaller examples, and a C 
programme file for producing smaller instances are all 
included in this dataset. We also utilized the programme file 
to produce new incidences. 

A. Comparing study 

Comparisons are made between the superiority of the CP 
composition over MIP and the KPSO composition over pure 
PSO . The advantages and disadvantages of the CP and KPSO 
are then discussed. To compare the performance of the MIP 
formulation to that of the CP formulation, the MIP and CP 
formulations are coded and solved using IBM ILOG v12.8.0. 
The outcomes are compared using a variety of factors, such as 
runtime, performance depends, and convergence rate. The 
Comparison of proposed system with existing one is 
represented in Table I. 

TABLE. I. COMPARISON OF PROPOSED SYSTEM WITH EXISTING ONE. 

No. Optimal Objective MP CP 

PSOP (%) Runtime (s) Status PSOP (%) Runtime (s) Status 

1 13658023 0.00 8 Optimal 0.00 15 Optimal 

2 15321232 0.00 88 Optimal 0.00 2193 Optimal 

3 15155568 0.00 600 Optimal 0.00 3700 Timeout 

4 15236480 0.00 1930 Optimal 0.00 3700 Timeout 

TABLE. II. COMPARISON OF PERFORMANCE MEASURES OF PROPOSED SYSTEM WITH EXISTING ONE. 

No Optimal 

Solution 

PSO KPSO 

Initial 

Solution 

Final 

Solution 

PSOP 

(%) 

Runtime 

(S) 

Initial 

Solution 

Final 

Solution 

PSOP 

(%) 

Runtime 

(S) 

1 1359515 1831547 1356120 0.57 40 1359515 1360257 0.00 32 

2 1515486 2038166 1588264 2.89 98 1654823 1603572 5.77 88 

3 1513570 2465847 1595712 2.24 251 1513570 1521571 0.00 200 

4 1532519 2412063 1735585 11.13 580 1564712 1532693 1.38 416 

The degree to which a solution can be applied in the actual 
world and the extent to which expert requirements are satisfied 
is how we characterized the quality of solutions. For instance, 
a professional would anticipate that all 3 Containers will be 
utilized when 3 are taken into account. An additional 
illustration is that it is preferable to commit neighborhood 
networks to the same repository when the costs of doing so are 
equivalent for the 2 additional storage. Table II illustrates the 
findings. 

Additionally, it becomes clear that KPSO is far superior to 
the PSO after meeting the stop condition. Further evidence 
that KPSO is trustworthy even in big instances of the problem 
comes from the fact that the PSOP percent of PSO grows 
quicker as the problem's magnitude increases than KPSO. For 
instance, in problem test 15, the PSOP percent of KG is fourth 
of KPSO, demonstrating the dependability of KPSO. The 
length of each algorithm's runtime is shown in Fig.3. As can 
be observed, KPSO takes less time to operate than PSO, which 
is attributable to the newly incorporated adaptive crossover 
operator. Additionally, the time required to produce 
continuous integration using an algorithm or at random takes 
about the same amount of time. A solution that is simpler to 
implement in practice is chosen when comparing the KPSO 
and PSO, taking into account the solution's overall quality and 
the runtime and final answer. An eye study of the Storage 
network that a solution has proposed serves as the basis for 
this qualitative analysis 

.  

Fig. 3. Execution time. 

Those networks that are assigned to storage are shown in 
Fig.4 in coordinates pages like 7 and 15, where each icon 
represents a node that is assigned to the same store. A Memory 
has no assigned nodes. To another Memory are given four 
connections. A third Storage is designated for all other nodes. 
The connections between the four blue circle nodes are 
allotted to separate Storage, which is another issue of quality 
relevance. The KPSO system is structured so that nearby node 
is allotted to the same Storage, however. We now have a 
Storage network that is more structured as a result. 
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Fig. 4. Quality of (a) PSO and (b) KPSO solution 

V. CONCLUSION 

When compared to the MIP paradigm, the proposed CP 
formulation is simpler and easier to comprehend. One key 
difference from the MINLP paradigm is that the parameters 
and requirements are scaled down, causing them to expand 
linearly rather than dramatically as the number of nodes rises. 
Improved memory use demonstrates its effects. The testing 
findings showed that this model allows us to answer medium-
sized issues, whereas MIP could only handle problems with 
up to 30 nodes. However, this technique cannot be faster than 
MIP in terms of runtime. Additionally, we expanded the CP 
formulation to include single, multi-allocation, and restricted 
capacity p-HLPs. K-means is a well-known machine learning 
approach for data clustering, and it is utilized in this case to 
produce preliminary PSO solutions. We built an algorithm to 
pick Storage and utilized K-means to cluster data into k groups 
based on the criterion of x and y coordination of nodes. 
Additionally, a novel crossover operator is created using this 
method as inspiration. According to the experimental 
findings, KPSO outperforms PSO in terms of solution quality, 
objective, and response time. 
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ABSTRACT: Heart-related diseases are a leading cause of morbidity and mortality worldwide. Early detection and 

diagnosis of these diseases can significantly improve patient outcomes, but current methods of diagnosis are often 

invasive and costly. In this research paper, we propose a sensor-based model using machine learning for the early 

detection of heart-related diseases. Recent years, there has been a huge focus on providing quality healthcare due to the 

exponential rise in the life threatening health condition of the patients. There are multiple factors that affect the health 

conditions of every individual and some diseases are detrimental and cause loss of life. Heart disease is one such 

critical disease that affects people of different age groups. In this paper, a pre-processing technique is proposed to 

improve the accuracy of the classification of ECG signals. The raw data gathered contains noise which lowers the 

accuracy of the classification. The removal of distorted ECG signals is performed by applying a novel pre-processing 

technique. The performance of the classification is tested using the classifier algorithms such as KNN, Naïve Bayes and 

Decision tree to detect normal and abnormal heartbeat rhythms. From the experimental results, it can be proved that 

pre-processing improves the performance of classification algorithms. The analysis proved that the decision tree 

outperforms KNN and Naïve Bayes in terms of accuracy, sensitivity and precision. The pre-processing proves to be 

effective in improving the accurate diagnosis of heart-related diseases. 

 

KEYWORDS: Classification, ECG Signals, Internet of Things, Machine Learning, Techniques 

I. INTRODUCTION 

The proposed model uses sensors to collect data on various physiological arameters, such as heart rate, blood 

pressure, and body temperature. These data are processed and analyzed using machine learning algorithms to identify 

patterns and trends that may indicate the presence of a heart-related disease. 

Internet of Things (IoT) has become an essential part of human beings and it is used in all domains such as 

education, business, finance, social networking and healthcare etc. The health care industry has been adopting new 

technologies for providing better and smart healthcare facilities [1]. With the IoT, remote and real-time monitoring of 

patients is made possible and this unleashes the potential to continuously monitor the health and helps the physicians to 

give suggestions or treatment in a timely manner. As a larger community of people are suffering from heart disease, it 

is vital to carry out diagnosis at the early stage to save lives and help to support a healthy lifestyle of people. 

The health care monitoring has improved tremendously due to the development of different IoT capabilities and 

instruments to track patient’s health conditions regularly [2]. The patients can also interact with the doctor more easily 

which gives the satisfaction of treatment and it also reduces the hospital stay and healthcare expenses. The main focus 

of employing IoT in healthcare system is to set up a fully automated environment for patient monitoring and providing 

assistance and care to patients in real-time. There is a rise in the need for a portable system that can be used at home by 

the patient for measuring their ECG profiles and diagnose their disorder in real-time.  

So in this paper, an extensive review is carried out to find the existing technologies that are available for monitoring 

heart related diseases. It is understood from the analysis, that the collected raw data contains noise and irrelevant 

contents. These are irrelevant and incorrect data that are not useful for diagnosis. This noise and huge variation in data 

leads to reduction in the classification accuracy, sensitivity and precision. Therefore, in this paper a novel pre-

processing approach is used to remove noise and unrelated data from ECG signals. Relevant attributes are identified 

using correlation technique to enhance data efficiency. The machine learning classifier algorithm such as KNN, naïve 

Bayes and Decision tree are used for classifying the ECG signals based on waveforms.  

The classifier that obtains better performance metrics can be used for diagnosing the variation in the ECG waveform 

and identify the type of abnormality and disorders. The rest of the paper proceeds as follows. Section 2 presents the 

related works in view of understanding the technologies employed under different circumstances for processing ECG 

signals. Section 3 explains the proposed ECG sensing network with the integration of pre-processing technique. The 

experimental results are presented in section 4. The conclusion is presented in section 5. 
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II. EXISTING METHODOLOGIES 

 Improving and upgrading the traditional healthcare system is very much unavoidable, as a larger percentage of 

middle aged and elderly patients are affected by chronic and heart related diseases. Most of the time people go to the 

hospital only when after they suffer from cardiac disease. In the traditional ECG setup, the medical instruments are 

housed in the hospital, patients need to visit the hospital to check their heart disorders and study their physiology of 

heart. During this process, the patient’s activities are limited. Frequent visit to hospital increases the medical expenses 

and puts a burden on hospital authorities. Early intervention is essential for the survival of patients, there has been a lot 

of focus and attention on building an automated system for the detection of abnormalities of heart signals.  

In [3] an IoT based wearable architecture was proposed to measure the ECG signals. This system provides a portable 

platform where a non-intrusive wearable sensor is used to collect the patient's ECG signals and send them to IoT cloud 

via the smart phone enabled Bluetooth or ZigBee technologies. The data stored in the cloud can be retrieved by the 

specialist for further processing using data analytics to find the disease. The data analytics procedure of data cleaning, 

storage, analysis and generation of warning alerts to the concerned specialist in a real-time manner can be performed by 

having access to the remote server. To facilitate the early diagnosis of heart disease, machine learning techniques are 

employed. From the health dataset, the investigation were performed to study the abnormal functions of the heart. To 

classify the signals, the amplitude and interval periods of the cardiac waves were analyzed using machine learning 

classification algorithms such as SVM, Adaboost, ANN and Naïve Bayes [4]. Identifying accurate classifiers will assist 

the physician in making quality decisions on diagnosis and timely treatment. There are different types of arrhythmia 

diseases that are related to cardiac rhythm disorders. 

To ensure proper diagnosis, statistical and dynamic features extraction of ECG signals is necessary [5]. So in this 

paper, heart rate variability is computed to generate alerts when the patient is affected by arrhythmia disease. In [6], to 

reduce the time consuming process of manually checking the ECG data, a new classifier was proposed to distinguish 

normal and abnormal heartbeat rhythm. This classifier removes noise and extracts ECG features. This classifier 

provided better performance when compared with other machine learning classification algorithms. The time 

computation is comparatively reduced and helps in identifying arrhythmia disease. Early detection of abnormal pulse 

rates is also crucial for the survival of the patient. So, to improve survival, a mechanism for the automatic detection of 

cardiac arrest was proposed. The ECG based pulse detection system uses the random forest classifier (RF) [7].  

The ECG data were processed to remove noise and extract the features. The features were fed to random forest 

classifier and compared with other existing classifiers. The RF classifier resulted in improved performance helps the 

practitioners in making quick decisions for providing appropriate treatment. The pre-processing are widely used in 

various fields for data cleaning, data transformation, data integration and data reduction [8]. The identification of 

missing values, noisy data and detecting outliers are performed on the data to perform data cleaning. This data cleaning 

process provide significant improvement in the performance of the classifier. Different pre processing techniques are 

available that can be applied to the dataset for improving the performance metrics. From [9], it can also be understood 

that the preprocessing helps in better performance of the classifier. In [10], a data driven approach used the outlier 

based alert system for identifying the anomaly data of patients to reduce the measurement errors. When trained dataset 

was tested in real-time system, the system proved to be effective. In the following section, the novel pre processing is 

proposed for classifying ECG data. 

III. PROPOSED METHODOLOGIES 

The portable IoT system is designed to work with sensors and microcontroller. The 3 components 

that are used for setting up the portable system are: 

1. LM35 Temperature Sensor 

2. Pulse Sensor 

3. AD8232 ECG Sensor 

4. Arduino Uno 

These 3 sensors are connected to the Arduino Uno microcontroller to collect the body temperature, eartbeat rate and 

ECG signals. The different reading of the patient’s vital signs are gathered and send for testing by the classifier 

model which are using the dataset for detecting the abnormalities. 

The fundamental concept behind the proposed methodology is to enhance the pre-processing of ECG data. The 

proposed model has two main steps: Pre-processing and classification of heart disease data. 

To develop the model, we first conducted a thorough review of the existing literature on machine learning 

algorithms for heart disease detection. This allowed us to identify the most promising algorithms and determine the 

optimal combination of sensors and physiological parameters to use in the model. Next, we collected a large dataset 

of physiological data from individuals with and without heart-related diseases. This dataset was used to train and 
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validate the machine learning algorithms, with the goal of achieving high accuracy and sensitivity in detecting 

heart-related diseases. 

 COMPARISON 
In comparison to existing methods of heart disease detection, the proposed sensor-based model using machine 

learning has several advantages. First, it is non-invasive and can be used continuously to monitor the user's health. 

Second, it is cost-effective and can be easily integrated into existing health care systems. Third, it provides real-time 

feedback and alerts to the user, allowing for early detection and intervention. 

 DISCUSSION 
The proposed model has the potential to significantly improve the early detection and management of heart-related 

diseases. By leveraging the power of machine learning algorithms and sensors, this model provides a non-invasive and 

cost-effective alternative to existing methods of diagnosis. 

IV. PROPOSED ALGORITHM 

The machine learning algorithm used in the proposed model is a variant of the k- nearest neighbors algorithm. This 

algorithm uses a training dataset to learn the relationship between physiological parameters and the presence of heart-

related diseases. When presented with new data, the algorithm calculates the distance between the new data and the 

training data, and predicts the presence of a heart-related disease based on the closest neighbors in the training dataset. 

V. CONCLUSION AND FUTURE WORK 

In conclusion, our proposed sensor-based model using machine learning has the potential to significantly improve 

the early detection of heart-related diseases. By leveraging the power of machine learning algorithms and sensors, this 

model provides a non-invasive and cost-effective alternative to existing methods of diagnosis. 
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Abstract:  Heart disease is a major global health concern, accounting for a significant number of deaths 

annually. Early detection and accurate prediction of heart disease are crucial for effective management and 

treatment. Machine learning techniques, particularly classification methods, have shown promise in analyzing 

clinical data for heart disease detection. However, existing approaches have limitations in terms of data 

preprocessing, feature selection, and model optimization. In this paper, we propose a novel approach that 

combines hybrid brave-hunting optimization with a support vector machine (SVM)-coupled deep 

convolutional neural network (CNN) model for heart disease prediction. The hybrid optimization method 

enhances feature selection and model performance, while the deep CNN model leverages the power of neural 

networks for capturing complex relationships in the data. Our experimental results demonstrate the 

effectiveness of the proposed approach in accurately predicting heart disease. This research contributes to the 

development of a cost-effective and efficient decision support system for heart disease detection, potentially 

aiding in early intervention and improved patient outcomes. 

 

Index Terms - Heart disease prediction, Machine learning techniques, Deep Convolutional Neural 

Network (CNN) 

I. INTRODUCTION 

 

The heart is the most important part of the human body which is responsible for pumping oxygen-rich blood 

to other body parts through a network of arteries and veins. Any type of disorder that affects our heart is heart 

disease [9] [5]. Heart disease is a grave disease that influences the heart’s functionality and gives rise to 

complications such as infection of the coronary artery and diminished blood vessel function [10] [6]. Heart 

disease patients do not feel sick until the very last stage of the disease, and then it is too late because the 

damages have become irretrievable [8]. The term heart disease also referred to as cardiac disease, incorporates 

various conditions, the symptoms of which include high blood pressure, arrhythmia, stroke, and heart attack 

[4]. From the recent statistics reported by World Health Organization (WHO), about 20.5 million people die 

every year due to heart disease, which is approximately 31.5% of all deaths globally. It is also estimated that 

the number of annual deaths will rise to 24.2 million by 2030 [8]. Among the total deaths, one-third occur 

with persons below the age of 70 [11]. Sex, smoking, age, family history, poor diet, cholesterol, physical 

inactivity, high blood pressure, weightiness, and alcohol use are the key risk influences for heart disease [1]. 

One of the most challenging medical data is data related to heart diseases which has drawn many researchers’ 

attention. Multiple machine-learning methods were examined for the prediction of heart diseases [2].  

Machine learning techniques can be used to design a decision support system to detect heart disease through 

clinical data easily and cost-effective manner [1]. One of the powerful machine-learning techniques for 

prediction is classification [12]. Classification is a supervised machine learning method that is effective at 

identifying the disease when trained using appropriate data [8]. A complete model consisting of a modified 
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differential evolution (DE) method, fuzzy analytical hierarchies process (AHP), and a feed-forward neural 

network (FNN) [3]. Firstly predictor attributes were selected, and then data cleaning was performed to deal 

with incomplete and inaccurate parts of the data [5].To choose the most important features, the modified 

differential evolution method was adopted. Furthermore, a reduced set of attributes was fed into an optimized 

model for a fuzzy AHP with FNN to predict heart disease [13] [4]. A k-means method with particle swamp 

was developed for detecting hazard factors in coronary heart disease treatment (CAD) [2]. The extracted data 

are classified using multilayer perceptron (MLP), multinomial logistic regression (MLR), and algorithms of 

phase rule, as well as C4.5. It was claimed that the results demonstrated the appropriate accuracy [1]. But 

existing works stated above are not sufficient to be implemented for heart disease prediction because of the 

limitations [7].  

One of the most critical and challenging issues in modern medicine is accurately predicting the onset of 

heart disease [8]. ML-based analyses frequently look for nonlinear relationships among tens or hundreds of 

thousands of different variables [6]. For these methods to be most effective, a massive proportion of data for 

training is necessary. When the information is plentiful, the labels are complicated, time-consuming, or 

expensive to obtain [14] [3]. During pre-processing, most researchers replaced the missing values, either by 

using the mean value or the majority mark of that attribute, to make sure the dataset was comprehensive [7]. 

The missing valued instances were removed which affected the accuracy of pre-processing. Feature selection 

is a challenging task due to the large exploration space. It grows exponentially according to the number of 

features available in the dataset [8].In the Modified Deep Convolutional Neural Network (MDCNN) with 

cuttlefish optimization, the outcomes corroborated that the suggested structure obtained high-level results as 

it diminished the overhead of the access time. The structure has the highest key generation time when the 

verification time and transfer time are considered [6]. Moreover, there are open issues, including discretizing 

the numeric values of features, categorization, and binning levels using advanced metaheuristic algorithms 

for fine-tuning the predictive models’ parameters and using enhancement classification algorithms rather than 

the label ranking classifier [3].  

 

 

II. LITERATURE REVIEW 

The review of the various existing methods is listed below with their merits and demerits. 

 

Table 2.1: Literature Review 

 

Sr.No Author Methods Merits Demerits 

1 
JamshidPirgaziet al 

[1] 
Ensemble machine 
learning classifier 

The representative 
and maturity of the 
algorithm were high 

Low accuracy level 

2 
Ch. Anwar ul Has-

san et al. [2] 

Ensemble learning-
based convex opti-

mization 

The accuracy of the 
performance is high 

Time complexity is 
high 

3 
Ibrahim M. El-

Hasnonyet al. [3] 

Ensemble learning-
based hyperparame-

ter optimization 

High F1 score rate in 
the learned model 

Data loss occurred 
discrediting the nu-

meric values 
of features 

4 
Mohammad Ayoub 
Khan and Fahad Al-

garni [4] 

Modified salp swarm 
optimization (MSSO) 

and an adaptive 
neuro-fuzzy infer-

ence system (ANFIS) 

Feature selection 
achieved the highest 

fitness values 
for all iterations 

Low effectiveness in 
optimization tech-

nique 

5 Pooja Raniet al. [5] 
SMOTE-based Ge-

netic Algorithm (GA) 

Missing data were 
balanced in the data 
set based on SMOTE 

The severity of heart 
disease cannot be 

diagnosed 
with this system 

6 
Mohammad Ayoub 

Khan [6] 

Modified Deep Con-
volutional Neural 

Network (MDCNN) 

Normal and abnor-
mal heart function-

ing is 

sometimes it gets 
trapped in a local 

optimum 
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with cuttlefish opti-
mization 

diagnosed by using 
the MDCNN 

 

7 
Prerna Sharmaet al 

[7] 

Modified Artificial 
Plant Optimization 
(MAPO) algorithm 

MAPO reduces the 
dimensionality to 

the most significant 
information with 

comparable accura-
cies 

High computational 
time 

8 
Karna Vishnu 

Vardhana Reddyet 
al [8] 

Instance-based 
learner (IBk) classi-
fier-based sequen-
tial minimal optimi-

zation (SMO) 

A Low-level MAE 
rate was produced 

by SMO 

Low classifier’s pre-
dictive performance 

 

III. CHALLENGES 

 

The challenges that arise during the various pieces of research are considered as follows, 

o The crow search algorithm has shown its capability to provide the optimal solution. However, this 

search strategy does not guarantee convergence due to the poor exploration of the search space. The 

search strategy of the crow algorithm poses major challenges when faced with extremely multimodal 

formulations in heart disease prediction [4]. 

o In ML, a learning model has led to good results on the training data but fails when applied to never-

before-seen data, especially in settings where there are hundreds or thousands of covariates. The model 

is overfitting the data it was trained on [3]. 

o CNN network is not initially trained; thus, pre-trained network weights aid to solve more issues con-

cerning feature extraction or configuration. Very deep networks are complex to be trained in. More 

complex models require more time for training using hundreds of systems with expensive CPUs [2]. 

o During pre-processing, most researchers replaced the missing values, either by using the mean value 

or the majority mark of that attribute, to make sure the dataset was comprehensive [8].  

o The missing valued instances were removed which affected the accuracy of pre-processing. Data im-

putation is a challenging task due to the large exploration space. It grows exponentially according to 

the number of data available in the dataset [8]. 

 

IV. PROPOSED METHODOLOGY 
 

The main aim of the research is to design and develop a heart disease-related model based on sensor 

nodes using a optimized SVM coupled deep CNN classifier. The sensor nodes collected the data of the patient 

from the base station. The main stages involved in the research are; Pre-processing, and classification. 

Initially, the input of the patient’s data will be collected from sensor nodes. Then it undergoes the process of 

the pre-processing stage, in pre-processing stage proceeds, where the quality of the data will be assessed and 

the irrelevant data indication will be removed followed by the removal of the missing data. Further, the pre-

processed data was passed through the proposed optimized SVM coupled deep CNN classifier, it categorizes 

and labels groups of vectors within a data then its hyperparameters are well-tuned by hybridizing brave-

hunting based optimization which utilizes the characteristics of both Lion  Optimization[15]and Coyote  

Optimization[16].In the last instance, the designed and developed sensor-based model shows if any heart-

related diseases were present in the patient data in terms of normal or diseased using test data by the proposed 

optimization-based SVM coupled deep CNN model. The performance of the criterion is utilizing the design 

and developed model accuracy, precision, recall, and F measure. The implementation will be done in the 

python tool. The proposed model block diagram is illustrated in figure 1. 
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Figure 4.1: Block Diagram Representation of Developed Heart Disease-related Model  

 

 

V. OBJECTIVES 

 

The major objectives involved in this research are as follows, 

o To develop the method for the prediction of the heart disease sensor model. 

o The proposed method performance is enhanced by developing the Hybrid Brave-Hunting optimiza-

tion, which well-tunes the hyper parameters present in the classifier. 

o The developed method's performance is compared with the various existing reviewed methods. 
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VI. CONCLUSION AND FUTURE SCOPE 

 

In conclusion, heart disease is a significant health concern with a high mortality rate worldwide. 

Machine learning techniques, particularly classification models, have been explored for heart disease 

prediction using clinical data. However, existing approaches have limitations in terms of feature selection, 

missing value handling, and the need for large labeled datasets. Future research should focus on addressing 

these challenges and improving the accuracy and efficiency of heart disease prediction models. Possible 

avenues for future work include exploring advanced metaheuristic algorithms for feature selection and 

parameter tuning, developing enhancement classification algorithms, and investigating novel approaches such 

as deep convolutional neural networks with optimized architectures. Additionally, efforts should be made to 

collect comprehensive and diverse datasets to train and validate these models effectively. By overcoming 

these challenges and advancing the field of heart disease prediction, we can contribute to earlier detection, 

timely interventions, and improved patient outcomes. 
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Abstract: The clothing industry portrays a major part of a respective country`s economy. Due to the predilection for clothing 

items of the people have led to the increasing of physical and online clothing stores in all around the world. Most of the 

people are used to go to the physical shopping and purchase their desired clothing items. But, as a consequence of the 

current pandemic situation, most of the people are unable to step out from their homes. This application is intended to 

cater an opportunity to the customers, who are not able to reach the physical clothing stores due to a pandemic situation 

and mobility difficulties. In addition, this application diminishes the time wastage, clothing size mismatches and the lesser 

user satisfaction ratio inside a physical clothing store. A customized 3D model has featured in the application to cater the 

virtual fitting experience to the customer. And the AI chatbot assistant in the application interacts with the user while 

catering virtual assistance for a better cloth selection process. In addition to that, this application has concentrated on the 

clothing shop by providing a future sales prediction component utilizing the K- Nearest Neighbors algorithm to provide an 

aid to their business commitments. 

 

Keywords: machine learning, image processing, e- commerce, shopping. 

 

INTRODUCTION 

Despite increasing access to technology, people in the modern world are increasingly busy. For many, however, attention to one's 

appearance remains a high priority. Many people continue to invest time in maintaining and augmenting their wardrobes, shopping 

for special outfits, etc. In some cases, the investment in time has to do with going to a retail store to try on and purchase clothing 

and accessories. The process of selecting the right garment in the right size by trying on a series of candidate garment can be very 

time consuming. 

 

Online shopping provides a faster alternative to the conventional store setting. Despite its advantages, however, online shopping 

presents certain drawbacks. One drawback is that it may be difficult for a person to visualize how a given article would look if worn 

by that person-owing to the rich variation in body size and shape, hair and skin color, etc., in a human population. In the last decade, 

garment trying simulation has attracted the interest of many researchers [5, 6, 7, 8, 9]. Many of these research works were using 

multi-view systems for cloth tracking and retexturing [9, 10, 11, 12, 13]. Optical flow has been widely used in current garment 

tracking and retexturing [14, 5]. Scholz and Magnor used optical flow tocalculate 3D scene flow in a multi-view system and they 

improved their method by using colour-code with more codewords. The purpose of the application is to make easier the process of 

trying clothes while shopping, which would provide comfort for both the vendor and the customer, Reducing the time and 

helping people to select a wide range of clothing were a motivation to make a program that helps in this area, so it has become 

important (very necessary) to make the process of trying and buying of clothes more comfortable, easier and more efficient. 

Moreover, the accelerating pace of development in modern technology – and the software programs – and their dramatic entry into 

life have led to the development of this application on a large scale. One of the main reasons behind this tremendous development 

in technology is the direct interaction between man and computer. This type of application has become a hot topic of research [1, 

2, 3, 4]. since it is related to several areas in the human-computer interaction, such as interaction for the purposes of learning, 

entertainment, fields of medicine and e-commerce operations. E-commerce is one of the modern terms that have entered our daily 

life that they are used in many life activities that are related to the revolution in information and communication technology. 

 

LITURATURE SURVEY 

Cloth simulation and online virtual try on applications are typical applications that demand massive computing powers in order to 

obtain real- time and high-fidelity simulation. Computer cluster provides infrastructures and solutions to solve large scale, 

computing-intensive and high throughput problems such as fine-grained cloth simulation. In this paper, a fast body modeling 

algorithm for cloth simulation is proposed and the key techniques for cluster computing based online Virtual Fitting Room (VFR) 

are discussed and a hierarchical architecture is proposed. In the implementation, the response time of the database is less than 1 

second, and the whole-body modeling process and contact computation is less than 10 seconds, which can meet the online virtual 

try on requirements for real-time interaction. The experiment results also show that the proposed hierarchical architecture can 

achieve real-time, high-fidelity cloth simulation and provide amazing online virtual fitting experiences. 

Applications such as online virtual fitting room for clothes demand massive computing powers in order to obtain real-time and 

high-fidelity simulation. 
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Computer cluster provides the infrastructure and solution to solve large scale, computation intensive and high throughput problems 

like fine-grained cloth simulation. In this paper, some key techniques for cluster computing based online virtual fitting room are 

discussed and a prototype system is implemented. The experiment results show that the proposed architecture can achieve real-

time, high- fidelity cloth simulation and provide encouraging online virtual fitting experiences. 

It is time-consuming and expensive to design and develop a real time, large scale, and high-fidelity interactive cloth simulation 

system, especially for an online virtual fitting room. In this paper, a new body modeling algorithm for cloth simulation is introduced 

and the key techniques for GOVFiR, a grid computing based online virtual fitting room, are discussed and a hierarchical architecture 

of GOVFiR is proposed. The grid infrastructure provides massive computing powers in order to obtain real-time and high fidelity 

simulation. The experimental results of GOVFiR show that GOVFiR can provide amazing online virtual fitting experiences, 

including garments selection and visualization of the garments in oenophiles body. Moreover, GOVFiR has also obtained good 

performance such as contact computation speedup, strong robustness and scalability. 

 

The Virtual Fitting Room (VRF) application presented in this paper is a real-time human friendly interface, which allows trying 

new clothes using webcams or smartphones. We propose a three stage algorithm: detection and sizing of the user’s body, detection 

of reference points based on face detection and augmented reality markers and superimposition of the clothing over the user’s image. 

The proposed algorithm is implemented as a universal Java applet using OpenCv library functions and it can run in real-time on 

existing mobile devices. 

 

AIM & OBJECTIVES 

 

1. Users can get details about clothes. 

2. System will provide a virtual trail experience for user 

3. It saves user time 

4. The system provides a view product details. 

 

MOTIVATION 

The proposed project There has been a great increase in interests towards online shopping. In case of purchase of products like 

apparels which always require a sense of knowledge on how cloths would fit upon a person. This is the major reason why less 

number of apparels are being shopped online. Hence, a virtual dressing room which would make people know how cloths personally 

fits in would be a great luxury for the online sellers which could give a wide choice for customers. For online marketers, this would 

be a great tool for enhancing its market.  

 
 

 

FUNCTIONAL & NON-FUNCTIONAL REQUIREMENTS 

Functional requirements: may involve calculations, technical details, data manipulation and processing and other specific 

functionality that define what a system is supposed to accomplish. Behavioral requirements describe all the cases where the system 

uses the functional requirements; these are captured in use cases. 

 

Nonfunctional Requirements: (NFRs) define system attributes such as security, reliability, performance, maintainability, 

scalability, and usability. They serve as constraints or restrictions on the design of the system across the different backlogs. 

 

Functional requirements 

• Registration 

• User Login 

• Creation of database: Users Mandatory Information 

 

Design Constraints: 

1. Database 

2. Operating System 

3. Web-Based Non-functional Requirements Security: 
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1. User Identification 

2. Login ID 

3. Modification Performance Requirement: 

1. Response Time 

2. Capacity 

3. User Interface 

4. Maintainability 

5. Availability 

 

SYSTEM REQUIREMENTS 

Software Used: 

▪ Python 3.9.0 or above, Kaggle and PyCharm 

Hardware Used: 

o I3 processor or above 

o 150 GB Hard Disk or above 

o 4 GB RAM or above 

 

CONCLUSION 

We proposed a computerized method for the segmentation and identification of a brain tumor using the Convolution Neural 

Network. The input MR images are read from the local device using the file path and converted into grayscale images. These images 

are pre-processed using an adaptive bilateral filtering technique for the elimination of noises that are present inside the original 

image. The binary thresholding is applied to the denoised image, and Convolution Neural Network segmentation is applied, which 

helps in figuring out the tumor region in the MR images. The proposed model had obtained an accuracy of 84% and yields 

promising results without any errors and much less computational time. 
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Abstract: The angle between body parts is crucial in the variety of asanas that yoga has to offer. If done correctly, yoga is an 

excellent form of physical exercise that is very good for your health. However, if yoga is practiced incorrectly, it can be 

harmful to one's health. Therefore, it's crucial to have a trainer when practicing yoga who can show you the proper form 

for each pose and keep an eye on it. This project includes a non-profit system for strengthening core muscles through yoga-

like poses. The proposed technique detects the human position perfectly while performing yoga asanas virtually. This system 

assists yoga enthusiasts with different yoga poses and validates them for correctness. Integrating computer vision techniques 

and deep learning techniques, the proposed system analyses the user’s human pose then based on the domain knowledge of 

yoga, the user is directed to correct the pose. Due to high computation requirements and a lack of available datasets, precise 

pose recognition in yoga is a challenging task. Different feature extraction and preprocessing techniques are applied to the 

dataset for the accurate detection of the yoga pose, achieving high accuracy just by using machine learning algorithms. The 

Human Pose Estimation technique, based on computer vision, is used to make the system effective and affordable. 

 

Keywords: computer vision, feature extraction, machine learning, artificial intelligence, pose estimation 

 

I. INTRODUCTION 

 

Yoga originated in ancient India, and it is a group exercise associated with mental, physical, and spiritual strength. Yoga 

and sports have been attracting people for so many years but in the last decade, many people are adopting yoga as part of their life. 

This is due to the health benefits. It is important to do this exercise in the right way, especially in the right posture. It  has been 

observed that sometimes due to a lack of assistance or knowledge people don’t know the correct method to do yoga and start doing 

yoga without any guidance, thus they injure them-self during self-training due to improper posture. 

 

Yoga should be done under the guidance of a trainer, but it is also not affordable for all people. Nowadays people use their 

mobile phones to learn how to do yoga poses and start doing that but while doing that they don’t even know whether the yoga pose 

they are doing is the right way or not. To overcome these limitations, much work has been done. Computer vision and data science 

techniques have been used to build AI software that works as a trainer. This software talks about the advantages of that pose. It also 

talks about the accuracy of the performance. Using this software one can do yoga without the guidance of a trainer. To use machine 

learning and Deep learning modules many images dataset has been created which contain 10 yoga poses. Features have been 

extracted using computer vision and the TF-pose Algorithm. This Algorithm draws a skeleton of a human body (shown in figure 4) 

by marking all the joint of a body and connecting all the joints which give a stick diagram known as the skeleton of a body. 

Coordinates and the angles made by the joints can be extracted using this algorithm and then used those angles as features for 

machine learning models. Several machine learning models have been used to calculate the test accuracy of the model. Random 

Forest classifier gives the best accuracy among all the models. 

 

II. LITERATURE SURVEY 

 

This system detects the difference between the actual and target positions and corrects the user by delivering real-time 

image output and necessary instructions to correct the identified pose. Human poses estimation is utilized in this research to estimate 

an individual's Yoga position using computer vision techniques and Open pose (open-source library). In most circumstances, the 

suggested method retains high accuracy while achieving real-time speed. The proposed model was trained with 90% of the data and 

tested with 10% of the same with real-time testing, resulting in 94% of accuracy [3]. 

A novel system is proposed which aim to assist yoga enthusiast with different yoga poses and validate it for correctness. 

Integrating computer vision techniques, the proposed system analyses the user’s human pose then based on the domain knowledge 

of yoga, the user is guided to correct the pose. Precise recognition of yoga poses is a difficult task because of high computation and 

lack of availability of datasets. For the accurate detection of the yoga pose, different feature extraction and pre-processing methods 

are applied to the dataset which results in 97.4% accuracy just by using machine learning algorithms. To make the system efficient 

and low-cost, Human Pose Estimation technique based on computer vision is used [3]. 

In this proposed system, the system can identify poses performed by the user and guide the user visually. This process is 

required to be completed in real-time to be more interactive with the user. In this paper, yoga posture detection was done with a 

vision-based approach. The Infinity Yoga Tutor application can capture user movements using the mobile camera, which is then 

streamed at a resolution of 1280 × 720 at 30 frames per second to the detection system. The system consists of two main modules, 

a pose estimation module that uses Open Pose to identify 25 key points in the human body, using the BODY-25 dataset, and a pose 

detection module which consists of a Deep Learning model, that uses a time-distributed Convolutional Neural Networks, Long 

Short-Term Memory and SoftMax regression to analyze and predict user pose or asana using a sequence of frames. This module 
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was trained to classify 6 different asanas and the selected model which uses Open Pose for pose estimation has an accuracy of 

99.91%. Finally, the system notifies the users of their performance visually in the user interface of the Mobile application [3]. 

                                                                                                                                                                                                                                                                                      

III.  GOALS AND OBEJECTIVES 

 

• To develop a machine learning and computer vision-based low-cost system that helps to detect and      

   correct yoga pose.  

• To improve the accuracy of existing object detection systems using deep learning techniques 

• To set up the system in the cloud so that it can be accessed from anywhere at any time. 

  

IV. MOTIVATION 

 

A healthy lifestyle consists of healthy food, healthy physical activities, weight management and stress management etc. It 

is feasible for people to maintain a healthy life easily by following healthy physical activities. Doing exercises are fallen under these 

healthy physical activities. There are several types of exercises such as aerobics, strength building, balance training, cardio and 

yoga. People can do exercises by going to an instructor or a studio or by watching videos on exercises or with their own knowledge. 

Due to the lack of free time in their daily routine, most people prefer to do exercises on their own with the use of an instruction 

manual or guides that could be found online. Although exercise has many benefits, improper exercise can result in a dangerous 

lifestyle. As a result, good guidance is required for people who do exercises on their own. 

 

V. EXTERNAL INTERFACE REQUIREMENTS 

 

• User Interfaces - No user interface needed.  

• Hardware Interfaces - No Extra hardware interfaces needed except camera.  

• Software Interfaces - Our project is based on ML and computer vision so following libraries are    

   needed – numpy, pandas, scipy, open cv.  

• Communications Interfaces - No communication interfaces needed. 

 

                                                                             VI.  NON-FUNCTIONAL REQUIREMENTS 

 

 • Performance Requirements- The system should give immediate response when wrong yoga pose 

    detected.  

• Safety Requirements- proper light required for higher accuracy. 

 

         VII. SOFTWARE REQUIREMENTS 

 

1. Programming Language: Python 3.7 2.  

2. Libraries: NumPy, Pandas, SciPy, TensorFlow, Keras  

3. Algorithm:  CNN 

 

VIII. ADVANTAGES 

 

   • Assists in more accurate real-time yoga Practise.  

   • Correct and fast yoga pose detection using Neural Network.  

   • Information is output in the form of visual feedback.  

   • Cloud Deployed - anytime and anywhere access. 
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IX. SYSTEM ARCHITECTURE AND METHODOLOGY 

 

 

 
 

Figure 1 System Architecture 

 

The proposed system can recognize multiple yoga asanas in real-time and from pre-recorded videos too. The First part is data 

collection, which can be done by either a process for collecting the frames from the videos which are running in parallel with 

detection or can be from pre-recorded videos. The second part is the pose extraction, a key point detection model used to identify 

the joint locations using Part Confidence Maps and Part Affinity Fields. The detected key points are passed to our model where 

CNN identifies the pose, and a predetermined mathematical model is used to identify corrections in the pose.  

• We begin the process by capturing the video input of the user performing the yoga poses from the camera. Then we apply Selective 

Image Extraction to get a clear image of the user and the background disturbances are removed. 

• Then a 2-dimensional 15 key body point extraction is applied on the image to procure the key points of the user’s body. Then the 

image is passed through the Yoga Pose Identification CNN classifier, which detects the yoga pose the user is trying to perform. 

• If the pose is detected correctly then we compare the estimated key points with the reference key points of the predefined pose, then 

the error is calculated between the estimated and reference poses, and necessary feedback is given to the user if the error exceeds 

the threshold limit. 

 

As discussed earlier, we have utilized a convolutional neural network (CNN) to obtain the 15 points on the body with the help 

of which a skeleton-like figure of the user’s pose is created. At the same time, we are creating a target pose that acts as a reference 

pose for comparing the similarity of the user’s pose. The reference pose is the desired yoga pose that the user is trying to perform. 

The target poses and poses acquired from the key-point detection model will be compared to check the similarity between various 

angles and joints. This similarity will be used to measure the correctness of the user’s pose. The technique to find the incorrectness 

is to calculate the angles between the joints of the user and based on the domain knowledge of yoga we check if the angles should 

be within the tolerance level for performing a yoga pose 

 

X. CONCLUSION 

 

To support a healthy lifestyle for the community able to guide them to practice yoga more accurately in real-time. The methods 

presented in this study use deep learning to detect incorrect yoga postures and advise the user on how to improve the pose by 

indicating where the yoga pose is going wrong. Users can select the desired pose for practice and upload recorded videos of their 

yoga practice poses in the proposed system. The study extracted monitoring activity angles and scaled them to use as a feature. 

When the user practices yoga, a live video feed is streamed to the server which has multiple modules interconnected to predict and 

output the asana and the accuracy. A video guide of the predicted pose is shown to the user in real-time helping the user reach the 

stance properly. 
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  ABSTRACT 

Third Eye is an advancement that uses fields of study such as computer vision, machine learning, embedded 

system, and medical sciences to assist blind people in their daily lives. This implementation allows a blind 

person to walk freely, comfortably, and confidently. The device incorporates artificial vision (image processing) 

and deep learning technology into a wearable shield, making it easier for them to walk alone. In this work, we 

proposed a CNN, a Deep Learning neural network-based object detection framework (convolution neural 

network). Our device detects obstacles or other objects in its path and outputs information via a speaker or 

headphones. The idea is to detect any object in front of the device, such as a pole, and automatically recognize it 

and alert the person via earphone that "There is a pole," allowing the blind person to easily get out of any 

upcoming problems. We programmed our deep learning neural network task in Python and implemented it on 

the Raspberry Pi processing unit. Our main goal is to provide fast and affordable technology to the unfortunate 

visually impaired person. Because it employs machine learning and deep learning technology, this is an 

automated device. This project will undoubtedly benefit millions of blind people in their daily lives.   

Keywords: CNN, Machine Learning, Deep Learning, Embedded System, Object Detection. 

I.      INTRODUCTION 
In this modern era of technology, Smartphone devices have become one of the most common consumer devices. 

[1] A Smartphone plays a very important role in human life. Smartphones make life easier with various 

functionality like – communicating with others through voice calls, emails, messages, browsing the internet, 

taking photos, etc. With the help of smartphones, these all have become a matter of seconds. For example, you 

just must dial the person’s contact number from your phone and wait till he/she responds. But this pleasure is 

only for those people who do not have any disability. 

Impaired vision People suffering from this severe condition are unable to move on their own. In today's fast-

paced world, these people are frequently overlooked.[2] Few methods have been used to assist them and 

provide some mobility comfort. Traditional methods, such as trained dogs or a cane, do not provide enough 

information about potential obstacles. Furthermore, training and managing dogs are difficult tasks. RFID 

technology is used in some navigation systems.[3] This technology, however, cannot be used in an open area 

outside. 

Blind people can live a normal life and do things according to their lifestyle but, they must face a lot of 

difficulties as compared to normal people without any disabilities.[4] One of the biggest problems for a visually 

impaired person, the one who is totally visually impaired, or blind is that they cannot use a smart mobile 

phone[5]. 

II.      LITERATURE REVIEW 

Over time, it has been noted that a large array of technological advances have been made available to visually 

impaired people. afflicted persons. The visually impaired have profited from all previous techniques, including 

the white cane, trained dogs, etc., as well as more recent developments using basic sensors [3] [4] [2] when 

connected to either a microcontroller or an Arduino. In addition to them, there are also sophisticated tools for 

blind people that use glasses with augmented reality [5]. 
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One method for helping the blind and visually impaired interact with their environment is the smart cane. 

This design includes an ultrasonic sensor that can detect obstructions at a distance of 4 metres, as well as an 

optical sensor. The glove vibrates and emits a loud beep to alert the user [6]. The ultrasonic here Arduino UNO 

was connected to the sensor as an additional enhancement. 

The servo motors [7] for the smart gloves can turn 180 degrees. degrees indicating the required direction for 

the person to move. The next variety of prototype that was discovered was the intelligent spectacles. This 

pattern includes a pair of eyeglasses along with specific inexpensive sensors. The findings seen demonstrate 

that a blind person's travel can be made better by the smart glasses furthermore acts as a helpful consumer 

product for the Travel safely even if you're blind. The primary goal of this research is to comprehend the 

operation of all existing methods utilised to assist the                 

III.       HISTORY & BACKGROUND 

Sensors (laser scanners, ultrasonic devices) and cameras are used by object detection devices to collect 

information from the surrounding environment, process it, and provide feedback to users. The basic operation 

of such devices is that they detect objects in the vicinity of the user and provide information about the 

object/obstacle and its distance via vibrations or sound waves. Saputra et al. [6] demonstrated an obstacle 

avoidance system for VIPs using a Kinect depth camera. Using the auto-adaptive threshold, it detects the 

obstacle and calculates its distance. To evaluate the system's performance, the device is tested on ten blind 

people aged 20-40 years. The proposed system's result is promising because it detects the obstacle without any 

collision from any direction. Yi and Dong [7] demonstrated a blind-guide crutch that makes use of multiple 

sensors. The obstacle is detected by the triplet ultrasonic module from the front, left, and right sides. It 

recognizes the object using voice and vibration waves.  

Kumar et al. [8] presented an ultrasonic cane that provides environmental information and allows the user to 

move safely. The ultra-Cane is made up of a narrow beam ultrasound system that detects all obstacles. It detects 

objects up to 4 meters away. Ten people are tested with the proposed device (ages 20-26 years). The volunteers 

successfully detected the obstacles within the proposed range. 

Petal et al. [9] developed a multi-sensor system that helps the user detect an object in the indoor surroundings. 

The system uses statistical parameters and the SVM (Support Vector Machine) algorithm for detecting the 

object. The response is given using audio. 

Bauer et al. [10] have developed a wireless camera-based device for capturing the atmosphere using a depth 

map of the surroundings. The object detector detects an object's semantics, whereas the depth map provides 

3D information about the environment. The user receives haptic or spoken feedback. 

The application developed by Chen et al. [11] aids in obstacle detection and includes glasses, a long stick cane, 

and a mobile application. The object is visible through the glasses and the long stick cane. If the user trips, the 

data is uploaded to the online platform and displayed on the mobile device. 

IV.      OBJECTIVES 

• To develop a machine learning and computer vision-based low-cost system that helps blind people to walk 

freely, comfortably, and with confidence. 

• To improve the accuracy of existing object detection systems using deep learning techniques. 

• To develop a system that is simple to use and maintain for blind people while also being cost-effective.  

V.      SYSTEM ARCHITECTURE 

We chose the YOLO model for our work - You only look once (YOLO) is a cutting-edge, real-time object 

detection system implemented on Darknet. Prior detection systems detect by reusing classifiers or localizers. 

They apply the model to an image at various scales and locations. Image detections are high-scoring regions of 

the image. Compared to classifier-based systems, this model has several advantages. At test time, it examines 

the entire image, so its predictions are informed by the image's global context. It also predicts with a single 

network evaluation, as opposed to R-CNN, which requires thousands for a single image. The image is divided 

into a SxS grid to perform the detection (left image). Each cell will predict N possible "bounding boxes" and 

their level of certainty (or probability) (image in the centre), resulting in SxSxN boxes being calculated. Most of 

these boxes will have a very low probability, which is why the algorithm deletes the boxes that are less than a 
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certain minimum probability threshold. The remaining boxes are subjected to "non-max suppression," which 

eliminates potential duplicate detections and thus leaves only the most precise of them (image on the right). 

 

Figure 1: System Architecture 

For object detection, we used OpenCV, TensorFlow Object Detection API, and Dark flow. TensorFlow’s Object 

Detection API is a very powerful tool that can quickly enable anyone (especially those with no real machine 

learning background) to build and deploy powerful image recognition software. The API provides end users’ 

instruments for training and running detection models and models trained on COCO datasets like Faster R-CNN, 

SSD Mobile, etc. Since YOLO is implemented on a C++-based framework for deep learning called Darknet we use 

a translation of Darknet to TensorFlow called Dark flow. 

 

Figure 2: Flowchart 
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ESP32 is a low-cost, low-power system on a chip (SoC) series with Wi-Fi an dual-mode Bluetooth features 

developed by Espress if Systems! The chips ESP32-D0WDQ6 (and ESP32-D0WD), ESP32-D2WD, ESP32-S0WD, 

and the system in package (SiP) ESP32-PICO-D4 are all part of the ESP32 family. A dual-core or single-core 

Tensilica Xtensa LX6 microprocessor with a clock rate of up to 240 MHz is at its heart. Antenna switches, RF 

baluns, power amplifiers, low noise receive amplifiers, filters, and power management modules are all included 

in the ESP32. ESP32 is designed for mobile devices, wearable electronics, and IoT applications, and it uses 

power-saving technologies including fine-resolution clock gating, numerous power modes, and dynamic power 

scaling to achieve ultra-low power consumption. 

VI.      SCOPE 

Impaired vision People suffering from this severe condition are unable to move on their own. In today's fast-

paced world, these people are frequently overlooked. Few methods have been used to assist them and provide 

some mobility comfort. Traditional methods, such as trained dogs or a cane, do not provide enough information 

about potential obstacles. Furthermore, training and managing dogs are difficult tasks. RFID technology is used 

in some navigation systems. This technology, however, cannot be used in an open area outside. 

VII.        CONCLUSION 

This work presented a smart and intelligent system for visually impaired people to help them move around and 

stay safe. The proposed system is based on the needs of visually impaired individuals in their daily lives. It 

helps them visualize the environment and gives them a sense of their surroundings. Using CNN-based low-

power Mobile-Net architecture, they can recognize objects around them and sense their surroundings. 
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Abstract - The angle between body parts is crucial in the 

variety of asanas that yoga has to offer. If done correctly, yoga 

is an excellent form of physical exercise that is very good for 

your health. However, if yoga is practiced incorrectly, it can 

be harmful to one's health. Therefore, it's crucial to have a 

trainer when practicing yoga who can show you the proper 

form for each pose and keep an eye on it. This project carries 

a non-profit system that helps to strengthen the core muscles 

using yoga-like poses Virtual yoga asana practice is possible 

thanks to the totally accurate position detection provided by 

the suggested method. This system assists yoga enthusiasts 

with different yoga poses and validates them for correctness. 

Integrating computer vision techniques and deep learning 

techniques, the proposed system analyses the user’s human 

pose then based on the domain knowledge of yoga, the user is 

directed to correct the pose. Due to high computation 

requirements and a lack of available datasets, precise pose 

recognition in yoga is a challenging task. Different feature 

extraction and preprocessing techniques are applied to the 

dataset for the accurate detection of the yoga pose, achieving 

high accuracy just by using machine learning algorithms. The 

Human Pose Estimation technique, based on computer vision, 

is used to make the system effective and affordable. 

Keywords: computer vision, feature extraction, learning 

(artificial intelligence), pose estimation 

 

1. INTRODUCTION 

 

 
Yoga originated in ancient India, and it is a group exercise 

associated with mental, physical, and spiritual strength. Yoga 

and sports have been attracting people for so many years but 

in the last decade, many people are adopting yoga as part of 

their life. This is due to the health benefits. It is important to 

do this exercise in the right way, especially in the right 

posture. It has been observed that sometimes due to a lack of 

assistance or knowledge people don’t know the correct 

method to do yoga and start doing yoga without any due to 

poor posture, people hurt themselves during self-training 

without sufficient instruction. Yoga should be done under the 

guidance of a trainer, but it is also not affordable for all 

people. Nowadays people use their mobile phones to learn 

how to do yoga poses and start doing that but while doing that 

they don’t even know whether the yoga pose they are doing is 

the right way or not. There has been a lot of work done to 

circumvent these restrictions. Software that acts as a trainer 

for AI systems has been created using computer vision and 

data science methodologies. This software talks about the 

advantages of that pose. It also talks about the accuracy of the 

performance. With the aid of this programmed, one may do 

yoga independently of a trainer. There are various picture 

datasets that comprise 10 yoga positions that have been 

generated to be used with machine learning and deep learning 

modules. Features have been extracted using computer vision 

and the TF-pose Algorithm. By identifying every joint in the 

body and linking them, this algorithm creates a stick diagram 

that represents the skeleton of the human body. Coordinates 

and the angles made by the joints can be extracted using this 

algorithm and then used those angles as features for machine 

learning models. Several machine learning models have been 

used to calculate the test accuracy of the model. Random 

Forest classifier gives the best accuracy among all the models. 

 

2. LITERATURE REVIEW 

 

1. This system detects the difference between the actual 

and target positions and corrects the user by 

delivering real-time image output and necessary 

instructions to correct the identified pose. This study 

employs computer vision algorithms and Open pose 

(an open-source library) to assess human postures 

and a person's yoga stance. The recommended 

strategy often achieves real-time speed while 

maintaining excellent accuracy. The proposed model 

was trained with 90% of data and tested with 10 % of 

same with real-time testing, resulting 94 % of 

accuracy[3]. 

2. A unique method is suggested with the purpose of 

assisting yoga practitioners with various yoga 

positions and validating it for accuracy. The 

suggested system examines the user's human stance 

using computer vision methods, then, using domain 

expertise in yoga, directs the user to fix the pose. 

Precise recognition of yoga poses is a difficult task 

because of high computation and lack of availability 

of datasets. Different feature extraction and pre-

processing techniques are applied to the dataset for 

the accurate detection of the yoga pose, yielding 

97.4% accuracy just by using machine learning 

algorithms. The Human Pose Estimation approach, 

based on computer vision, is employed to make the 

system effective and affordable. 

3. This proposed system, the system can identify poses 

performed by the user and guide the user visually. To 

be more engaging with the user, this procedure must 

http://www.ijsrem.com/
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be carried out in real-time. In this study, a vision-

based methodology was used to recognise yoga 

postures. The mobile camera may be used by the 

Infinity Yoga Tutor application to record user 

motions, which are subsequently broadcast at a 

resolution of 1280 720 at 30 frames per second to the 

detecting system. The system is composed of two 

primary modules: a posture estimation module that 

employs Open posture to identify 25 critical human 

body points using the BODY_25 dataset, and using a 

series of frames, a posture detection module may 

analyse and forecast a user's pose or asana using a 

Deep Learning model that employs time-distributed 

Convolutional Neural Networks, Long Short-Term 

Memory, and SoftMax regression. The chosen 

model, which use Open position for position 

estimation and was trained to categorise 6 distinct 

asanas, has a 99.91% accuracy rate. Finally, the 

system notifies the users on their performance 

visually in the user interface of the Mobile 

application [8]. 

 

3. GOALS AND OBJECTIVE 

 
 

• To develop a machine learning and computer vision-

based low-cost system that helps to detect and 

correct yoga pose. 

• To employ deep learning approaches to increase the 

precision of current object detection systems. 

• To set up the system in the cloud so that it can be 

accessed from anywhere at any time. 

 

4. PROPOSED SYSTEM 
 

 

The system consists of major steps pre-processing, feature 

extraction, and classification. In the testing phase verification 

is done using the training dataset. 

Pre-processing - Preparing the input image for feature 

extraction is the goal of the pre-processing stage. Noise 

reduction, scaling, binarization, thinning, clutter elimination, 

and normalization are the main components of the pre-

preprocessing step. 

Feature Extraction - When the input data for an algorithm is 

extremely large and repetitive, feature extraction is necessary. 

Then, this extra information is transformed into a basic and 

concise arrangement of features. The term "feature extraction" 

refers to this method.  

Classification - Information is sorted during the classification 

process. When adding to the framework, additional 

information frequently becomes effectively recognized as 

fitting into a particular class. 

Verification - In this step prepared classifier verifies the test 

yoga pose images against a set of test sample yoga pose 

images, it has pertained to during the classification stage. If 

the match is found over a certain threshold, then the input 

image is considered correct else it is considered wrong. 

 

 
Figure 01: Proposed System 

 

 

5. ALGORITHM 

 

1. The suggested methods employ a variety of 

methodologies, including Open Pose, LSTM 

neural networks, and key point extraction with 

the Mediapipe library. Videos of people 

performing yoga poses make up the selected 

datasets. The suggested solutions create a full 

yoga class environment at the user's house by 

recognising and correcting yoga positions in 

real-time. The categorization of yogic postures 

is the major topic of study on pose estimation 

for yoga. Because the input is a picture of a 

person in a posture, and the output is the 

categorization of the position, the algorithm for 

yoga pose recognition using deep learning uses 

neural networks to understand the relationship 

between the input and output. 

2. Deep learning has been used to recognise and 

classify yoga poses using the KNN algorithm. 

For instance, Posenet and KNN were used in a 

study to identify and correct yoga positions. 

employed deep learning to recognise and 

categorise yoga positions as well, and then the 

KNN algorithm to sort fresh photographs. A 

work that included KNN identified sun 

salutation yoga positions using four machine 

learning algorithms.  

3. Yoga position identification technology may be 

included into lessons to help practitioners with 

various poses and evaluate their accuracy. Deep 

learning may be applied to the technology to 

categorise and identify yoga positions. 

Computer vision may be used to recognise yoga 

http://www.ijsrem.com/
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positions in real-time for self-assistance-based 

yoga and smart healthcare. Yoga practitioners 

may receive immediate feedback on their poses 

and make required adjustments to enhance their 

technique by incorporating this technology into 

their lessons. 

 

4. Yoga positions may be recognised by an 

algorithm in live footage. A video or live stream 

of a person practising a certain yoga position 

may be used to train the algorithm so that it can 

recognise the movements made in real-time. To 

increase the accuracy of the detection, the 

algorithm can additionally employ the pose 

landmarks from the preceding frame, in general, 

is a real-time, precise, and low latency model 

that may be utilised for yoga stance 

identification in real-time videos. 

 

 

6. DESIGN AND IMPLEMENTATION 

 

1. Dataset creation: A custom dataset of labeled 

images of various human poses is created. The 

dataset includes images of people standing, 

sitting, walking, and performing other actions. 

The images are captured from different angles to 

ensure variability and accuracy. 

 

2. Data preprocessing: The images in the dataset 

are preprocessed using the KNN framework. 

The framework extracts feature such as joint 

positions, angles, and distances from the images. 

 

3. Model selection: KNN architecture is selected 

for pose classification. The KNN model is 

designed to take the features extracted by the 

KNN framework as input and produce pose 

classification output. 

 

4. Model training: The KNN model is trained on 

the preprocessed dataset using a supervised 

learning approach. The training process involves 

adjusting the model's weights to minimize the 

difference between the predicted and actual pose 

labels. 

 

5. Model evaluation: The trained model is 

evaluated on a validation dataset to measure its 

accuracy, precision, recall, and other 

performance metrics. 

 

6. Real-time pose classification: The trained 

model is integrated into a real-time application 

using the KNN framework. The application 

captures live video footage and processes it uses 

the KNN framework to extract features. The 

KNN model then uses these features to classify 

the pose in real-time. 

 

Proposed system uses the KNN framework for data 

preprocessing and real-time processing. The KNN 

model is trained using Python and TensorFlow, and the 

real-time application is developed using Python and 

OpenCV. The project also involves several 

hyperparameter tuning techniques, such as learning rate 

scheduling and early stopping, to improve the model's 

accuracy and performance. 

 

Overall, system demonstrates the feasibility and 

effectiveness of combining machine learning with 

computer vision and real-time processing for accurate 

and reliable pose classification. 

 

7. ANALYSIS 

 
For the purpose of applying deep learning to identify yoga 

poses, we have performed many analyses. The suggested 

method employs deep learning algorithms to precisely detect 

and identify different yoga positions. The movies in the 

selected datasets show participants in various yoga poses, and 

the Mediapipe library is used to extract the users' keyframes. 

For the purpose of identifying yoga poses, the suggested 

models combine long short-term memory (LSTM) with  

KNN. Yoga poses may be recognized by the models, which 

can then offer feedback or adjustments as necessary. The 

suggested models are designed to simulate a full yoga session 

at the user's house, with the system detecting and correcting 

any incorrect poses. A variety of posture estimation 

techniques, key point detection techniques, and classification 

algorithms including random forest and support vector 

machine are also included in the analysis. The findings show 

that deep learning approaches have a lot of potential for 

precise and effective yoga stance identification and 

recognition. 

 

Advantages 

• helps to detect and correct yoga pose with high 

accuracy. 

• Easy-to-use application 

• Cloud deployed – anytime and anywhere access. 

Disadvantages 

• Costly  

• Basic technology skills required. 

• Less accurate in dark environments 

Application areas 

• Online Yoga Training Application 

• Realtime yoga pose detection system for Live 

session. 

• Yoga practice applications 

 

8. RESULT AND DISCUSSION 

http://www.ijsrem.com/
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Yoga pose detection using deep learning involves using 

computer vision techniques and deep learning 

algorithms to recognize and classify different yoga poses 

from images or videos. 

Overall, yoga pose detection using deep learning is an 

active area of research with promising potential for 

improving yoga practice and wellness. As the 

technology continues to develop, it may become more 

widely available in the form of mobile apps, wearable 

devices, and other digital tools. 

 

  
 

Figure 02: Tree Pose 

 

 

  
 

Figure 03: Unknown Pose 

 

 

 
 

Figure 04: Down dog pose 

 

 

 

9. CONCLUSIONS 

 

 
The approaches presented in this research are based on deep 

learning to detect incorrect yoga postures and advise the user 

to improve the pose by specifying where the yoga pose is 

going wrong. Users of the proposed system can submit 

recorded videos of their practice positions for yoga and 

choose the preferred stance for practice. Angles from 

monitoring operations have been retrieved by the research and 

employed as a feature as they are scaled. 
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Abstract - The Third Eye is an innovative device that 

utilizes cutting-edge fields of study, such as computer vision, 

machine learning, embedded systems, and medical sciences, 

to assist individuals who are visually impaired in their daily 

lives. By incorporating artificial vision and deep learning 

technology into a wearable shield, blind individuals can walk 

freely and confidently, with the device detecting obstacles or 

other objects in their path and providing information via a 

speaker or headphones. 

To achieve this, we developed a convolutional neural network 

(CNN), a deep learning neural network-based object detection 

framework, that is programmed in Python and implemented 

on a Raspberry Pi processing unit. The CNN is capable of 

recognizing various objects, such as poles, and alerting the 

user via earphones that an object is in their path. This 

automated device is designed to be fast, affordable, and easily 

accessible to the visually impaired community. 

Our ultimate goal is to improve the lives of millions of blind 

individuals by providing them with a reliable and efficient 

technology that allows them to navigate the world with greater 

ease and independence 

 

Keywords: CNN, Machine learning, Deep learning, 

Embedded System, Object Detection 

 

1. INTRODUCTION 
Smartphones have become ubiquitous in our modern era, 

playing a crucial role in our daily lives. They make it easy to 

communicate through voice calls, emails, and messaging, 

browse the internet, and take photos, among other 

functionalities. However, this convenience is not accessible to 

everyone, particularly individuals with impaired vision who 

struggle with mobility. 

Traditionally, visually impaired individuals have relied on 

methods such as trained dogs or canes, which do not provide 

sufficient information about potential obstacles. Moreover, 

managing dogs can be challenging, and RFID technology used 

in some navigation systems is not useful in open areas. 

For individuals with total visual impairment or blindness, 

using a smartphone poses a significant challenge. While they 

can live a normal life, they face numerous difficulties 

compared to those without disabilities. The inability to use a 

smartphone is one of their most significant obstacles. 

 

2. LITERATURE REVIEW 
Muthukrishnan Concludes that, In these days, real-time object 

detection and dimensioning of objects is an important issue 

from many areas of industry. This is a vital topic of computer 

vision problems. This study presents an enhanced technique 

for detecting objects and computing their measurements in real 

time from video streams. We suggested an object measurement 

technique for real-time video by utilizing OpenCV libraries 

and includes the canny edge detection, dilation, and erosion 

algorithms.[2] The approach includes four steps namely 

preprocessing, object detection, key points extraction and 

depth interpolation before size calculation. The RGB and depth 

frames are firstly aligned in the preprocessing step. Then, the 

object is detected by depth threshold and key points are 

extracted by ShiTomasi corner detector combined with our 

proposed key point extraction algorithm. An interpolation 

algorithm is developed to handle incorrect depth at the edge of 

objects. Last but not least, the object dimensions are calculated 

by Euclidean distance through the 3D coordinate of the key 

points.[3] The visually impaired have profited from all 

previous techniques, including the white cane, trained dogs, 

etc., as well as more recent developments using basic sensors 

[4]when connected to either a microcontroller or an Arduino. 

In addition to them, there are also sophisticated tools for blind 

people that use glasses with augmented reality [5]. One method 

for helping the blind and visually impaired interact with their 

environment is the smart cane. This design includes an 

ultrasonic sensor that can detect obstructions at a distance of 4 

metres, as well as an optical sensor. The glove vibrates and 

emits a loud beep to alert the user [6]. 

 

3.  AIM & OBJECTIVES 

The objectives are as follows: 

• To develop a machine learning and computer 

vision-based low-cost system that helps blind 

people to walk freely, comfortably, and with 

confidence. 

• To improve the accuracy of existing object 

detection systems using deep learning 

techniques. 

• To develop a system that is simple to use and 

maintain for blind people while also being cost-

effective. 

4. PROPOSED SYSTEM 

The proposed system is to To identify and locate 

one or more effective targets from still image or video 

data.Automatic Object Detection can be used to detect 

small objects in a photo and classify them. It can have 

security usages when trying to detect enemy units in a 

satellite images or weapons in security cameras. It can 

also be used to determine the context in which an image 

is taken by the objects in it.    

 

5. SYSTEM ARCHITECTURE 

 

The Object Recognition and Tracking System to Assist 

Visually Impaired People using Raspberry Pi is a 

computer vision-based technology that is designed to 

help visually impaired individuals navigate their 

surroundings with greater ease and safety. The system 
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uses a combination of image processing, machine 

learning, and embedded systems technologies to identify 

and track objects in real-time and provide users with 

feedback about their surroundings. 

 

At the heart of the system is the Raspberry Pi, a compact 

and affordable single-board computer that serves as the 

central processing unit for the system. The Raspberry Pi 

is equipped with a camera that captures real-time images 

of the user's surroundings. These images are then 

processed using computer vision algorithms to detect 

objects and hazards in the user's path. 

To detect objects, the system uses a convolutional neural 

network (CNN) object detection framework. This deep 

learning algorithm is trained on a large dataset of images 

that contain various objects and obstacles that the user 

may encounter in their daily lives. The CNN is trained to 

recognize and classify objects based on their features and 

characteristics, such as shape, texture, and color. 

 

Once an object is detected, the system employs a 

tracking algorithm to continuously monitor the object's 

movement and provide real-time updates to the user. 

This allows the user to navigate around the object and 

avoid any potential hazards. 

 

To enhance the system's accuracy and reliability, several 

image processing techniques are used. The system 

applies preprocessing techniques to align the depth and 

RGB frames before object detection. It uses a depth 

threshold to identify objects, and then extracts key points 

from the image using the ShiTomasi corner detector and 

a key point extraction approach. To address inaccurate 

depth at object edges, the system uses a depth 

interpolation algorithm. 

The system is designed to provide users with feedback 

about their surroundings through an audio interface. 

When an object is detected, the system alerts the user 

through a speaker or headphones. The system provides  

information about the object's location and distance from 

the user, allowing the user to navigate around it safely. 

 
Fig1.Architecture  Diagram 

 

Overall, the Object Recognition and Tracking System to 

Assist Visually Impaired People using Raspberry Pi is a 

powerful and cost-effective solution for assisting visually 

impaired individuals in their daily lives. It employs 

cutting-edge computer vision, machine learning, and 

embedded systems technologies to provide users with 

real-time information about their surroundings and help 

them navigate their environment with greater confidence 

and independence. 

 

This study proposes a novel technique for automatically 

and accurately assessing the size of objects using a stereo 

camera system and structural light. The method consists 

of four main steps: preprocessing, object detection, key 

point extraction, and depth interpolation. 

The first step involves aligning the depth and RGB 

frames. Next, the object is identified using a depth 

threshold, and a key point extraction approach is 

employed in conjunction with the ShiTomasi corner 

detector to extract relevant key points. An interpolation 

algorithm is developed to address any inaccuracies in 

depth readings at object edges. 

Finally, using the 3D coordinates of the key points, the 

Euclidean distance is calculated to derive the object 

dimensions. This innovative approach promises to 

provide accurate and efficient object size assessments, 

with potential applications in areas such as 

manufacturing, logistics, and quality control. 

 

6. MATHEMATICAL MODEL 

 

System Description: 

Let S be the Whole system S= {I,P,O} 

I-input 

P-procedure 

O-output 

   

Input( I) 

I={ Live Camera } 

Where, 

Images -> live captured  images 

Procedure (P), 

P={I, we take input from live camera and processing 

that data.} 

 

Output(O)- 

O={System  detect object } 
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8. RESULTS: 

 
 

 
 

 

 

 

 
 

 

 

 

   
Fig8.1.Log in  

 

 

 

 

 
           Fig 8.2.Dashboard   

 

 
          Fig 8.3.Object detected 

 

 
      Fig 8.4.Final Result 

 

9. APPLICATIONS: 

• Vehicle detection with AI in Transportation 

• Medical feature detection in Healthcare 

• Autonomous Driving 

• Object detection in Retail. 

 

10. CONCLUSION 

This work presented a smart and intelligent system for 

visually impaired people to help them move around and 

stay safe. The proposed system is based on the needs of 

visually impaired individuals in their daily lives. It helps 

them visualize the environment and gives them a sense 

of their surroundings. Using CNN-based low-power 

Mobile-Net architecture, they can recognize objects 

around them and sense their surroundings 
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Abstract - The clothing industry portrays a major 

part of a respective country`s economy. Due to the 

predilection for clothing items of the people have led 

to the increasing of physical and online clothing 

stores in all around the world. Most of the people are 

used to go to the physical shopping and purchase 

their desired clothing items. But, as a consequence 

of the current pandemic situation, most of the 

people are unable to step out from their homes. This 

application is intended to cater an opportunity to the 

customers, who are not able to reach the physical 

clothing stores due to a pandemic situation and 

mobility difficulties. In addition, this application 

diminishes the time wastage, clothing size 

mismatches and the lesser user satisfaction ratio 

inside a physical clothing store. A customized 3D 

model has featured in the application to cater the 

virtual fitting experience to the customer. And the 

AI chatbot assistant in the application interacts with 

the user while catering virtual assistance for a better 

cloth selection process. In addition to that, this 

application has concentrated on the clothing shop by 

providing a future sales prediction component 

utilizing the K- Nearest Neighbors algorithm to 

provide an aid to their business commitments. 

 

Key Words: Key Words: machine learning, 

image processing, e- commerce, shopping. 

 

 

INTRODUCTION 

 

     Despite increasing access to technology, people 

in the modern world are increasingly busy. For 

many, however, attention to one's appearance 

remains a high priority. Many people continue to 

invest time in maintaining and augmenting their 

wardrobes, shopping for special outfits, etc. In some 

cases, the investment in time has to do with going 

to a retail store to try on and purchase clothing and 

accessories. The process of selecting the right 

garment in the right size by trying on a series of 

candidate garment can be very time consuming 

Online shopping provides a faster alternative to the 

conventional store setting. Despite its advantages, 

however, online shopping presents certain 

drawbacks. One drawback is that it may be difficult 

for a person to visualize how a given article would 

look if worn by that person-owing to the rich 

variation in body size and shape, hair and skin color, 

etc., in a human population. In the last decade, 

garment trying simulation has attracted the interest 

of many researchers [5, 6, 7, 8, 9]. Many of these 

research works were using multi-view systems for 

cloth tracking and retexturing [9, 10, 11, 12, 13]. 

Optical flow has been widely used in current 

garment tracking and retexturing [14, 5]. Scholz 

and Magnor used optical flow tocalculate 3D scene 

flow in a multi-view system and they improved 

their method by using colour-code with more 

codewords. The purpose of the application is to 

make easier the process of trying clothes while 

shopping, which would provide comfort for both 

the vendor and the customer, Reducing the time 

and helping people to select a wide range of 

clothing were a motivation to make a program that 
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helps in this area, so it has become important (very 

necessary) to make the process of trying and buying 

of clothes more comfortable, easier and more 

efficient. Moreover, the accelerating pace of 

development in modern technology – and the 

software programs – and their dramatic entry into 

life have led to the development of this application 

on a large scale. One of the main reasons behind 

this tremendous development in technology is the 

direct interaction between man and computer. This 

type of application has become a hot topics of 

research [1, 2, 3, 4]. since it is related to several 

areas in the human-computer interaction, such as 

interaction for the purposes of learning, 

entertainment, fields of medicine and e-commerce 

operations. E-commerce is one of the modern terms 

that have entered our daily life that they are used in 

many life activities that are related to the revolution 

in information and communication technology.. 

 

LITURATURE SURVEY 

      Cloth simulation and online virtual try on 

applications are typical applications that demand 

massive computing powers in order to obtain real- 

time and high-fidelity simulation. Computer 

cluster provides infrastructures and solutions to 

solve large scale, computing-intensive and high 

throughput problems such as fine-grained cloth 

simulation. In this paper, a fast body modeling 

algorithm for cloth simulation is proposed and the 

key techniques for cluster computing based 

online Virtual Fitting Room (VFR) are discussed 

and a hierarchical architecture is proposed. In the 

implementation, the response time of the database 

is less than 1 second, and the whole body 

modeling process and contact computation is less 

than 10 seconds, which can meet the online virtual 

try on requirements for real-time interaction. The 

experiment results also show that the proposed 

hierarchical architecture can achieve real-time, 

high-fidelity cloth simulation and provide 

amazing online virtual fitting experiences. 

Computer cluster provides the infrastructure and 

solution to solve large scale, computation intensive 

and high throughput problems like fine-grained 

cloth simulation. In this paper, some key techniques 

for cluster computing based online virtual fitting 

room are discussed and a prototype system is 

implemented. The experiment results show that the 

proposed architecture can achieve real-time, high- 

fidelity cloth simulation and provide encouraging 

online virtual fitting experiences. 

     It is time-consuming and expensive to design 

and develop a real time, large scale, and high-

fidelity interactive cloth simulation system, 

especially for an online virtual fitting room. In this 

paper, a new body modeling algorithm for cloth 

simulation is introduced and the key techniques for 

GOVFiR, a grid computing based online virtual 

fitting room, are discussed and a hierarchical 

architecture of GOVFiR is proposed. The grid 

infrastructure provides massive computing powers 

in order to obtain real-time and high fidelity 

simulation. The experimental results of GOVFiR 

show that GOVFiR can provide amazing online 

virtual fitting experiences, including garments 

selection and visualization of the garments in 
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oenophiles body. Moreover, GOVFiR has also 

obtained good performance such as contact 

computation speedup, strong robustness and 

scalability. 

      The Virtual Fitting Room (VRF) application 

presented in this paper is a real-time human 

friendly interface, which allows trying new 

clothes using webcams or smartphones. We 

propose a three stage algorithm: detection and 

sizing of the user’s body, detection of reference 

points based on face detection and augmented 

reality markers and superimposition of the 

clothing over the user’s image. The proposed 

algorithm is implemented as a universal Java 

applet using OpenCv library functions and it can 

run in real-time on existing mobile devices. 

Applications such as online virtual fitting room 

for clothes demand massive computing powers in 

order to obtain real-time and high-fidelity 

simulation. 

AIM & 

OBJECTIVES 

1. Users can get details about clothes. 

2. System will provide a virtual trail 

experience for user 

3. It saves user time 

4. The system provides a view 

product details. 

MOTIVATION 

     The proposed project there has been a great 

increase in interests towards online shopping. In 

case of purchase of products like apparels which 

always require a sense of knowledge on how cloths 

would fit upon a person. This is the major reason 

why less number of apparels are being shopped 

online. Hence, a virtual dressing room which would 

make people know how cloths personally fits in 

would be a great luxury for the online sellers which 

could give a wide choice for customers. For online 

marketers, this would be a great tool for enhancing 

its Market. 

 

 

 

 

 

 

 

ALGORITHM 

1. Start  

2. Initialization of System 

3. Log-in Registration Process 

4. Store in Database 

5. User will login in System and stand up in front of 

Camera  

6. Cloth Checking using AI Syste 

7. If Clothes are ok the proceed for check out and 

purchase  

8. Payment Method 

9. End  

 

 

RESULTS 
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CONCLUSION 

     In conclusion, a Virtual Trial Room was 

implemented successfully in Python OpenCV. This 

application can help users save time of going to the 

shops to try on attires which they can do online as 

well. The application is able to track user’s 

movement and angles with respect to screen to 

accurately super impose the attire onto the user 

without having the user to align to the device screen 

hence improving user experience. The application 

can be used by online retailers and vendors to sell 

their wearable products which will surely attract 

more customers. Last but not the least there is a 

scope for improvement in the accuracy of the 

application specially when it comes to clothing 

which can be achieved by taking multiple snaps of 

the cloth in different angles and then aligning the 

particular angle of the cloth with the particular angle 

in which the user is standing tilted.  
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ABSTRACT 

Intensive Care Unit or ICU is where the patients who are critically ill and admitted for treatment. For such 

critical conditions the Doctors need to have an all-time update patients health related parameters like their 

blood pressure, heart pulse ,temperature Asthma, Environment  and  saline is full or not. Doing manually is too 

tedious a task and also for multiple patients it becomes close to impossible. For this type of situations this IoT 

based system can bring about an automation that can keep the doctors updated all time over the network. IoT 

Based ICU Monitoring System is an Arduino based system which collects patients information with the help of 

few sensors. The sensors which are networked, either worn on the patient's body or embedded in our living 

environments, change the gathering of data inductive of our physical and psychological state. Internet of Things 

(IoT) based smart health monitoring system is a patient monitoring system in which a patient can be monitored 

24 hours. In the present world Health monitoring systems are one of the most notable applications of IoT. In 

ICU, patient monitoring is critical and most important activity, as small delay in decision related to patients’ 

treatment may cause permanent disability or even death. Most of ICU devices are equipped with various 

sensors to measure health parameters, but to monitor it all the time is still challenging job.We are proposing 

IoT based system, which can help to fast communication and identifying emergency and initiate communication 

with doctors and also helps to initiate proactive and quick treatment. This health care system reduces 

possibility of human errors, delay in communication and helps doctor to spare more time in decision with 

accurate observations. The proposed system here consists of various sensors and mobile based applications 

which communicate via connected devices and helps to monitor and record patients’ health data and medical 

information. This paper proposes a smart healthcare system in IoT environment that can monitor a patient’s 

basic health signs as well as the room condition where the patients are now in real-time. The purpose of this 

study is to suggest an IoT design for smart monitoring and emergency alert system for patients in ICU which 

will monitor a patient using sensors. In this system, five sensors are used to capture the data from hospital 

environment named EMG sensor ,ECG sensor,LM35 Thermister sensor, Humidity  sensor DHT-11 and Load Cell. 

Arduino Uno Controller which will gather information from the patient and send to the IoT server. The sensor 

value crossed threshold values. If there is any sudden change in the health condition of the patient who are 

using this health care system module, automatically the data of the patient will be uploaded to the concerned 

doctor, within few minutes user will get a prescription for his current situation The condition of the patients is 

conveyed via a LCD  to Doctor, where they can process and analyze the current situation of the patients. Smart 

ICU are designed to use in hospitals for monitoring various parameters such as oxygen level, ECG, temperature, 

humidity, blood pressure fo patient, who needs an ICU.  

Keywords: EMG Sensor, ECG Sensor,LM35 Thermister Sensor, Humidity  Sensor DHT-11,Load Cell, Arduino 

Uno, Android App, Load Cell, Buzzer, Button. 

I. INTRODUCTION 

The swift progress of IoT technology has enabled the connection of various intelligent devices through the 

internet, offering enhanced data exchange protocols for various applications. Recent research indicates that IoT 

has immense potential for application in data-rich industries such as healthcare, where it plays a critical role in 

enhancing medical care for patients, as well as facilitating the work of doctors and hospitals. IoT has become one 
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of the foundational elements in developing intelligent systems for healthcare services. The number of objects 

connected to the internet is projected to surpass 20 billion with over a billion smart products already connected. 

IoT involves the connectivity of physical devices that are embedded to exchange data among IoT components 

and perceive their surrounding environment. In environments like hospitals and sterile rooms, accurate 

environmental management is crucial for ensuring patient and product safety. 

Data such as temperature and humidity are gathered and transmitted for analysis. Cardiac disease can be 

diagnosed based on body position, thanks to the ECG and heart rate sensors. The data is uploaded and sent to 

physicians or caregivers. The medical field is the cornerstone of any nation, and technology plays a significant 

role in patient care. Technology has revolutionized the way patients receive quality care while in the hospital. In 

the past, medical professionals would communicate with patients manually, leading to errors. However, with the 

introduction of electronic health systems, the number of errors has decreased significantly. Studies have shown 

that electronic health systems have reduced nursing mistakes and improved patient care. As our society 

advances, electronic health care systems continue to play a vital role in improving our health care systems. 

II. LITERATURE REVIEW 

Tamanna Shaown,concluded Using the ECG analog  ront-end and ARM Cortex-M3 processor to develop a 

portable ECG monitor. The STM32 as the core unit, the ADS1292 as the acquisition analog front-end, it also 

includes a touch screen display module, an SD card storage module and a voltage conversion module. Automatic 

ECG analysis algorithms including QRS complex detection, QRS width detection and ST segment detection. ECG 

can be divided into four kinds of heart beat and eight kinds of arrhythmia rhythm using the extracted ECG 

parameters[2The results have been evaluated on the MIT-BIH Arrhythmia Database, the sensitivity of QRS 

complex detection was 99% and the sensitivity of heart beat classification was above 95%. The monitor can 

display the real-time ECG waveform and the current heart rate, to make recommendations for the subjects, and it 

stored the abnormal ECG waveform that provided to physicians for further analysis and diagnosis.[3] Ahn et al. 

implemented a system for measuring the physiological signals in sitting position such as ECG and BCG by using a 

smart chair that senses the non-constrained bio-signals and can be monitored using a monitoring system such as 

the one they had developed providing a classic example of the application of IoT in healthcare [4]. Almotiri et al. 

proposed a system of m-health that uses mobile devices to collect real-time data from patients in and store it on 

network servers connected to internet enabling access only to a certain specific clients. This data can be used for 

the medical diagnosis of patients and is achieved by using a number of wearable devices and body sensor 

network[5]. 

III. AIM & OBJECTIVES 

The objectives are as follows: 

1. Provide solution with least hardware requirement. 

2. To develop an application that is cost efficient. 

3. To detect blood pressure and pulse rate of an Individual using wearable sensor. 

4. To ensure data readability of the sensors where anybody can easily identify the status of the health without 

any prior technical knowledge. 

IV. PROPOSED SYSTEM 

The proposed system is to record various sensor information and present it to users in an easy-to-use interface. 

Recorded data that can be accessed through the app will show that the reading is within the normal range. It will 

also inform the user and their contacts regarding medication requirements. The proposed system consists of 

sensors that monitor various health parameters, namely heart rate, blood pressure, electrocardiogram (ECG), 

body temperature and oxygen saturation (SpO2). 

V. SYSTEM ARCHITECTURE 

IoT Based ICU Monitoring System using Arduino which collects patients information with the help of few 

sensors. It uses Wi-Fi module to communicate this information to the internet. In this way IoT based ICU 

monitoring system is an enhanced system that helps in monitoring ICU patients without any manual 

intervention. In this paper, we have temperature, blood pressure, muscles and pulse rate reading results are 
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monitored. These sensors signals send to Arduino. Arduino is a micro-controller board which runs dedicated 

program. Here patients body temperature, blood pressure and pulse rate is measured using respective sensors 

and it can be monitored in the monitor screen of computer Using Arduino as well as monitoring through 

anywhere in the world. This block diagram contain LCD display, EMG sensor , ECG sensor,LM35 Thermister 

sensor, Humidity  sensor DHT-11,Load Cell, Button, Buzzer. IoT patient monitoring has 5 sensors. temperature 

sensor, First one is a EMG sensor , second is ECG sensor, third is LM35 Thermister sensor, fourth is Humidity  

sensor DHT-11 and fifth is load cell sensor. This project is very useful since the doctor can monitor patient health 

parameters. And nowadays many IoT apps are also being developed. Load cell sensor which will act as a weight 

sensor for monitoring the critical level of the saline in the saline bottle. Whenever the level of the saline reaches 

to the pre-defined critical level, then the doctors will be alerted through the buzzer and an indicator will glow to 

alert the doctors that there is a need for replacement of the saline bottle. So now the doctor can monitor or track 

the patient health through the Android apps. To operate IoT based health monitoring system project, you need a 

WiFi connection.   

 

Fig 1. System Architecture 

The architecture of the IoT-based ECG monitoringsystem is illustrated in “Fig”, which mainly consists of three 

parts, i.e., the ECG sensing network, IoT cloud, and GUI. The components used in ECG Sensing network are: ECG 

AD8232 Sensor, Raspberry Pi Model ECG Sensing Network: ECG sensing network is set for assembling 

physiological data from the body surface and pass on these data to IoT cloud through a wireless channel. In our 

equipment wearable ECG sensor has used to gather data from patient’s body over long hours. Then the ECG 

signals are processed through amplification and filtering etc. to improve the signal quality. The ECG data 

gathered from sensors are transmitted to the IoT cloud via a specific wireless protocol such as Bluetooth, Wi-Fi, 

ZigBee etc.With satisfying energy consumption all these three protocols can transfer enough data rates for 

transmitting ECG signals. Moreover, due to limited communication ranges of Bluetooth and ZigBee, Wi-Fi is used 

in our proposed system. Comparisons among various types of ECG sensing networks IoT Cloud: With the help of 

IoT cloud in ECG monitoring system we can store data, modify data and all the patient’s information’s are saved 

here. It can also send disease warning and protecting patients from getting injured. GUI: Graphical User Interface 

(GUI) is used for data imagination management. It contributes easy entry of the data in the IoT cloud. Users can 

log onto the cloud to acquire visualized ECG data in real time. Generally mobile applications and web pages are 

the two kinds of GUI’s are available for users to visualize ECG data. Although mobile app can ensure immediate 

response but web pages are the best options in terms of protection and up-gradation. 

VI. MATHEMATICAL MODEL 

System Description: 

S= I, O,F,DD,NDD, Failure, Success 

Where, 

S=System 
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I= Input 

O=Output 

F=Failure 

S=Success 

I is Input of system 

Input I =  set of Inputs 

Where, 

I1= {Doctor} 

I2={Patient} 

F is Function of system 

F = set of Function 

Where, 

F1={Login} 

F2={ View Sensors data} 

F3={ View Logs} 

F4={ Hourly Monitor } 

F5={Press Button } 

F6={ Activate Buzzer } 

F7={ Saline Ending Notification} 

F8={ LCD} 

F9={ Notification to doctor } 

F10={Result} 

O is Output of system 

Output O1= { IoT design for smart monitoring and emergency alert system for patients in ICU } 

Success Conditions: Product working Smoothly. IoT design for smart monitoring and emergency alert system 

for patients in ICU successfully. 

Failure Conditions: if internet connection Unavailable. 

Java Language:  

Java is an object oriented, robust programming language. (Dot) java is the extension given to the java file. When 

compiled it is converted automatically into (Dot) class format. Compiler than compiles the source code and then 

converts it into (Dot) class extension. This file now consists of byte code that is fed to the Java Virtual Machine 

(JVM). As this JVM can run on any machines such as Linux, Windows, Unix with the byte code format of our 

source code. Hence Java language is called as platform independent i.e. it follows WORA (Write Once Run 

Anywhere) Architecture. 

VII. RESULTS 

 

Fig 7.1. Login 
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Fig 7.2. Admin login 

 

Fig 7.3. Patient Details 

 

Fig 7.4. Doctor Details 
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APPLICATIONS: 

1. Hospitals  

2. Smart home appliances 

3. Smart Cities 

4. Health  

This paper proposed architecture of IoT system for healthcare sector especially useful in ICU, CCU, and 

Ambulances etc. Efficient monitoring in ICU, CCU or ICU on wheel  is indispensable need in healthcare. Doctors 

always prefer to have precise information in marginal time about the patients under treatment. Presently 

nurses do continuously monitoring for such critical cares but availability. 

ADVANTAGES: 

1) Saves time 

2) Easy to Access  

3) Improve Efficiency  

4) Cost effective and easily manageable 

5) Increased Data Security and Retrieve ability  

6) Easy to access the system anywhere and anytime 

7) Minimize the waiting time for patients during an emergency 

VIII. CONCLUSION 

A low-cost, portable, and energy-efficient Smart ICU system based on Android technology has been developed, 

and it has provided satisfactory results. The system employs various sensors, including EMG, ECG, LM35 

Thermister, Humidity (DHT-11), and Load Cell sensors, to sense the body parameters of a person. The sensed 

data is sent to the cloud via Wi-Fi shield, and the details are displayed on a mobile application preinstalled on an 

Android phone for doctors to monitor. For critical conditions, doctors need to be constantly updated on a 

patient's health-related parameters, such as blood pressure, heart rate, and temperature. The IoT-based ICU 

patient monitoring system provides continuous monitoring without any manual intervention. This system 

measures a patient's vital signs, pulse rate, and temperature and sends the data to a dedicated IoT system, where 

doctors can easily access their patient's data from anywhere at any time. Compared to other systems, this system 

is more precise and cost-effective. Patient health parameter data is stored in the cloud, making it more beneficial 

than maintaining records on printed papers kept in files. 
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I. Introduction
Predicting the financial markets is required to earn more profit by making the correct decision and
selecting accurate stocks, but it is not easy because there is a lot of clamour present, like false
news, profit-booking by large institutions, war-like situations, financial results, news, future
estimation of income, changes in management, etc. Sometimes, news related to global events like
inflation data, federal meetings, and RBI policies can also affect the financial capitalization of a
company. As a result, the financial market fluctuates and becomes volatile [1]. The financial markets
have a greater impact on business growth and employment. Expert analysts and investors will
benefit from better ways to predict what will happen on the financial market. Several tools, such as
the simple moving average (SMA) and exponential moving average (EMA), can be used to make
predictions about the market. As part of machine learning algorithms, more research is being done
on ANN, SVM, and GA. The Relative Strength Index (RSI) is a way to measure the strength of the
price and compare it to the strength of the price in the past. Some researchers applied the GA to
the Korea Composite Stock Price Index (KOSPI). A capital asset pricing model is used in this study.
Researchers found stocks that were undervalued and then used GA to choose an idle portfolio of
stocks [2]. The investor invests in stock to gain a return on his investment. If we want to predict the
stock movement, we require additional advanced information. There are also rating companies like
Credit Rating Information Services of India Limited (CRISIL) that can raise or lower the value of a
stock. L. Mathanprasad et al. (2022) started a study that takes into account the techniques of
market experts and analysts. Traditional methods of analysts were used to make a forecasting
model, and a machine learning algorithm was used to improve it. When used with a machine
learning algorithm, it makes predictions up to 94.17 percent more accurate [3]. J. M.- T. Wu et al.
(2020) introduced a study in which the CNN framework was used. It uses Taiwan Stock Market
data. CNN is used to pull out features from the Financial Times series data for classification and
prediction tasks in the financial market. CNN provides better results after using multiple filters [4].
The goal of this study is to give an overview of ways to predict what will happen in the stock and
financial markets. This paper contains five sections. Section 1 deals with a brief introduction. The
tools and algorithms required for financial market prediction are discussed in Section 2. Section 3
explains the methodology, which is generally adapted for financial market prediction purposes.
Section 4 elaborates on the review and discussion. Finally, Section 5 concludes the comprehensive
review.
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with a combination of decision tree, random forest, extra tree, and XGBoost algorithms. The suggested method was
created utilizing the Python programming language and aids in improving detection accuracy. Utilizing the CICIDS2017
dataset, the constructed system is evaluated based on numerous evaluation criteria, including precision, recall, and fl-
score. The ensemble approach significantly raises the detection accuracy.

Published in: 2023 International Conference on Advancement in Computation & Computer Technologies (InCACCT)



ADVANCED SEARCH

All 

 Browse  My Settings  Help  Institutional Sign In

Institutional Sign In



Personal Sign In

http://www.ieee.org/
https://ieeexplore.ieee.org/Xplore/home.jsp
https://ieeexplore.ieee.org/Xplore/home.jsp
http://standards.ieee.org/
http://spectrum.ieee.org/
http://www.ieee.org/sitemap.html
https://innovate.ieee.org/Xplore/Subscribebutton
https://ieeexplore.ieee.org/browse/conferences/title/
https://ieeexplore.ieee.org/xpl/conhome/10141668/proceeding
https://ieeexplore.ieee.org/Xplorehelp/ieee-xplore-training/working-with-documents#interactive-html
javascript:void()
https://ieeexplore.ieee.org/author/37089871102
https://ieeexplore.ieee.org/author/37545247800
https://ieeexplore.ieee.org/author/37089869564
javascript:void()
https://www.ieee.org/give
https://www.ieee.org/cart/public/myCart/page.html?refSite=http://ieeexplore.ieee.org&refSiteName=IEEE%20Xplore
https://www.ieee.org/profile/public/createwebaccount/showCreateAccount.html?ShowMGAMarkeatbilityOptIn=true&sourceCode=xplore&car=IEEE-Xplore&autoSignin=Y&signinurl=https%3A%2F%2Fieeexplore.ieee.org%2FXplore%2Flogin.jsp%3Furl%3D%2FXplore%2Fhome.jsp%26reason%3Dauthenticate&url=https://ieeexplore.ieee.org/document/10141704
https://www.ieee.org/profile/public/createwebaccount/showCreateAccount.html?ShowMGAMarkeatbilityOptIn=true&sourceCode=xplore&car=IEEE-Xplore&autoSignin=Y&signinurl=https%3A%2F%2Fieeexplore.ieee.org%2FXplore%2Flogin.jsp%3Furl%3D%2FXplore%2Fhome.jsp%26reason%3Dauthenticate&url=https://ieeexplore.ieee.org/document/10141704
https://www.ieee.org/profile/public/createwebaccount/showCreateAccount.html?ShowMGAMarkeatbilityOptIn=true&sourceCode=xplore&car=IEEE-Xplore&autoSignin=Y&signinurl=https%3A%2F%2Fieeexplore.ieee.org%2FXplore%2Flogin.jsp%3Furl%3D%2FXplore%2Fhome.jsp%26reason%3Dauthenticate&url=https://ieeexplore.ieee.org/document/10141704
javascript:void()
javascript:void()
javascript:void()
javascript:void()
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/alerts/citation
https://ieeexplore.ieee.org/alerts/citation
javascript:void()
javascript:void()
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/document/10141704
javascript:void()
javascript:void()
javascript:void()
javascript:void()
javascript:void()
https://ieeexplore.ieee.org/document/10141704/authors
https://ieeexplore.ieee.org/document/10141704/figures
https://ieeexplore.ieee.org/document/10141704/references
https://ieeexplore.ieee.org/document/10141704/keywords
https://ieeexplore.ieee.org/document/10141704/metrics
https://ieeexplore.ieee.org/document/10141704/similar
https://ieeexplore.ieee.org/xpl/conhome/10141668/proceeding
https://ieeexplore.ieee.org/search/advanced
https://ieeexplore.ieee.org/Xplore/home.jsp
javascript:void()
javascript:void()


25/02/2024, 12:48 Implementation of Intrusion Detection System Using Various Machine Learning Approaches with Ensemble learning | IEEE Confe…

https://ieeexplore.ieee.org/document/10141704 2/4

More
Like
This

VC-IDS: An Ensemble Learning Method based on Voting Classifier for Intrusion Detection System using Machine Learning Algorithms

2023 International Conference on Information and Communication Technology for Sustainable Development (ICICT4SD)

Published: 2023

Comparative analysis of machine learning algorithms along with classifiers for network intrusion detection

2015 International Conference on Smart Technologies and Management for Computing, Communication, Controls, Energy and Materials (ICSTM)

Published: 2015

Show
More

Date of Conference: 05-06 May 2023

Date Added to IEEE Xplore: 08 June 2023

 ISBN Information:

DOI: 10.1109/InCACCT57535.2023.10141704

Publisher: IEEE

Conference Location: Gharuan, India

Authors 

Figures 

References 

Keywords 

Metrics 

I. Introduction
Machine learning techniques is been applied in many intrusion detection systems due to their freely
available qualities, which may permit them to logically understand complicated harmful and normal
patterns. Previous research indicates that the majority of machine learning-based intrusion
detection systems have accuracy issues, with high false alarm and poor detection rates [1]. More
crucially, it was shown that the most majority of early ML-based IDS techniques failed to work
properly into the real-world because of the insufficient dataset utilised in creating such models.
Previous approaches relied on datasets that were widely criticised as being out of date and failing
to reflect current network trends and the sophistication of ever-evolving incursions [2].
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Abstract

The presence of pharmaceuticals in wastewater is seen as an increasing environmental issue due to the toxicity of these substances and their

ability to remain active chemically in the environment. Traditional wastewater treatment is inefficient due to the damaging and intractable

activity of drugs that are accumulating in the environment. The cavitation is the phenomenon of initiation, nurture, and unstable collapse of

bubbles in the suspension. This unstable collapses of bubbles in the suspension leads to the production of large amount of energy for

instantaneous moment. In this study, the wastewater flowing out of the pharmaceutical industries is treated by oxidation approach. The

oxidation was achieved with the help of chemically active radicals produced during the cavitation. The extent of oxidation with the single

effect of cavitation was experimentally studied and reported in the manuscript. The optimization was achieved to target the maximum

reduction in Biological Oxygen demand (BOD), Chemical Oxygen Demand (COD), and Total Dissolved Solids (TDS). The observed results were

compared with the conventional method of the wastewater treatment. The highest TDS reduction was observed with the orifice plate

arrangement, which was about 14%, as in the conventional and with the venture arrangement, it was observed at 2% and 8% respectively. The

sudden pressure drop and effective vena contracta generate the zone of un-stability for the synthesized cavities. This un-stable zone of

pressure increases the rate of collapses as well as the new generation of cavities. The reduction of BOD and COD was also observed at its

highest during the utilization of the orifice arrangement, which is 20% and 6%, respectively. By adopting the cavitation method and observing

degradation of said factors in the wastewater, this procedure may be found to be more successful than the conventional treatment method.

The method may be employed before the conventional treatment method, and the water that has been treated may also be utilized for

secondary purposes, while before it may have been wasted.

Introduction

The presence of chemically active substances, particularly from the pharmaceutical industry, is causing growing concern because of their

ability to affect living organisms as well as their environment. The versatility of the component proportion in the effluent and its adaptability

towards the surrounding environment makes these contaminants more hazardous as well as difficult to treat to achieve the standards. The

effluent coming out from the pharmaceutical industry could carry the small concentration of drug as well as chemically active compounds.

The variation in the pollutant concentration due to which the conventional wastewater treatment has difficulty for the treatment of effluents

from pharmaceutical industry. In addition to these, pharmaceutical processes require a higher quantity of water and the new generation of

contaminants which are developed in the upgraded processes are carried by this water as effluent in the surroundings. The accumulation of

these small concentrations of new generation effluents could be the cause of bio-hazardous conditions [1], [2]. Hakke et al. [3] reported

synthesis of starch nanoparticles with the cavitation approach and exploit these nanoparticles for the wastewater treatment. These adsorption

approach has limitations such as affinity factor, surface area, availability and the cost of adsorbent. These kind of new approach for the

treatment of industrial waste shows effectiveness for the removal of toxic pollutants.

a b c d d e
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These new pollutants can harm both the environment and humans. There is an evolution of new hybrid technologies belonging to the class of

advanced oxidation processes such as cavitation, photocatalytic oxidation, Fenton's chemistry, and ozonation, etc. As there is an increase in

various processing units in industries the wastewater coming out from it contains various heavy toxic substances and large molecules with it,

due to these the present traditional biological, and chemical methods are not effective to be used for treatment of industrial effluent. As this

wastewater effluent is directly released into the environment which ultimately pollutes the environment and other water bodies [4]. Removes

a range of organic contaminants from wastewater, including carbon. Pharmaceutical corporations, on the other hand, create organic

compounds with very complicated structures that cannot be broken down by living creatures. Wastewater from the pharmaceutical sector

must be treated further if pollutants are to be successfully eliminated before it can be discharged into receiving water or reused in industry [5].

The hydrodynamic cavitation is the continuous process through which effluent could be treated effectively. The phenomenon of cavitation will

be developed in this case was through the hydrodynamic head variation. The overall when liquid flows through the close pipe, the

constructions such as orifice plate, venture or throttling valve were used to provide the constrained on the flow area and velocity. As the liquid

moves through the constriction, its speed or kinetic energy goes up, but the pressure in the area goes down. At low pressures, like at the point

of vena contract, carved cavities can form if the flow is slowed down enough to bring local pressures below the cavitation thresholds (often at

operating temperatures). As the liquid jet gets bigger, the pressure goes back to where it was before the jet got bigger. This makes the holes fall

apart. People have used the words “cavitation” and “hydrodynamic cavitation” to describe this process, in which cavities quickly form, grow,

and collapse [6], [7], [8], [9].

The primary impacts of cavitation events might be the production of local circumstances that are characterised by high temperatures and

pressures in addition to highly intense turbulence in the surrounding fluid. The severity of cavitation is often determined by the design of the

cavitator device as well as the liquid composition and flow conditions. Specifically, this refers to the scale of turbulence as well as the pace at

which pressure is recovered. The formation of the necessary level of cavitation intensity is accomplished by the careful management of the

geometry and operational characteristics of the reactor. When compared to its counterpart, acoustic cavitation, which is based on chemical

reactors, this results in the most effective use of energy in bringing about the desired change, whether it be a change in the physical or

chemical state of the substance [9].

During cavitation, small bubbles or cavities develop, expand, and ultimately explode in milliseconds, releasing a tremendous amount of energy

in the process. “Cavitation” is the term for this procedure. Cavitation may occur in a variety of locations inside the reactor due to the

concentrated nature of the energy. Catalysts, themes, and transfer rates may all benefit from an increase in surface area owing to acoustic

streaming turbulence due to cavitational effects such as hot spots forming, highly reactive free radicals being released, continual cleaning, and

an increase in surface area. Cavitation is a key factor in increasing the size of themes and transfer rates. [10], [11]. However, as concern with the

bulk solution treatment such as industrial effluent, domestic water reservoirs the acoustic and hydrodynamic cavitation shows impactful

efficiency in treatment. The other form of bubble generation methods are fails to produced required free radicals to react with the pollutants

in bulk solution. This is because only acoustic and hydrodynamic cavitation are capable with causing the intense collapse with lower cavitation

number which is below unity [11], [12], [13].

Hydrodynamic, acoustic cavitation, optical and particle cavitation, are the commonly methods by which the cavitation is produced in the bulk

solution. These cavities are developed due to local deposition of energy. Process flow applications involving a variety of physical and chemical

changes often make use of hydrodynamic and acoustic cavitation [14], [15], [16]. As the cavitation method has been selected to give treatment

to the wastewater samples collected from the industry it is needed to set up a working model of cavitation device. The hydrodynamic

cavitation reactor for which a cavitation producing device has to be selected through which the cavitation process generates and the collected

water will be treated by cavitation method and the said parameters will be analyzed [17], [18]. For this project work, we select the venturi

meter and orifice meter as the cavitation-producing devices. Both of these devices have the contraction in their inner and outer area of liquid

flowing. Hence, both these devices have been adopted to be installed in the small scale working model of hydrodynamic cavitation reactor to

check various chemical properties such as pH, Total Dissolved Solids (TDS), Chemical Oxygen Demand (COD), and Biochemical Oxygen Demand

(BOD) to be analyzed by using cavitation method for the treatment of wastewater coming out from the industry.

Section snippets

Experimental setup

Fig. 1a is a schematic representation of a hydrodynamic cavitation reactor used in the treatment of industrial effluent. A cavitating devices are

of two types where utilized for the experimentations. The cavitators are differentiate on the basis of gradually and consistence decreasing

velocity and rising pressure drop across the point. The venturi arrangement where the gradual decreases and increase in the velocity was

observed across the throat (Fig. 1b) whereas in orifice plate arrangement…

Results and discussion
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The sample was collected from the pharmaceutical industry and were treated through the methods. The conventional effluent treatment was

follows as per the industrial practices. The two different layout of venture and orifice was used in HC during the effluent treatment and

corresponding results were illustrated in following discussion. The result revealed that the final values for the conventional method and

hydrodynamic cavitation were decreased when compared with the initial values. Also, it…

Conclusion

The comparative study of two designs of cavitator with the conventional effluent treatment of the pharmaceutical industry was carried out in

the present work. With the help of hydrodynamic cavitation, the proposed method reduces pollution by a lot in many different ways. The

orifice plate design effectively reduces BOD, COD, and TDS of effluent, which is about 20 %, 6 %, and 14 %, respectively. These observed values are

higher than the present conventional methods. The objective of the present…
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Design of Experiment-Response surface methodology approach is adopted to obtain the optimal flexural moment of ferrocement
composites comprising galvanised square weld mesh with weight fraction of fine aggregate by steel slag. To get the optimal
combination of progression variables on a flexural moment of ferrocement composites, the central composite design of response
surface methodology was adopted. Regressionmodels for responses were justified using analysis of variance and the Pareto chart.+e
test results show that a maximum ultimate load of 3.30 kN and moment capacity of 220 kNm was obtained for ferrocement with a
volume fraction of 2.733% and steel slag of 25% replacement. From the analysis of variance, it is evident that the p value is less than
0.005, the predictedR2 and the adjustableR2 are less than 20%, and the predicted values go in handwith the experimental result which
indicates that the proposed models are highly suitable. Moreover, the volume fraction of galvanised square weld mesh has a higher
significance on a flexural moment of ferrocement composites. Surface plot, Pareto chart, and regression analysis outcomes show that
the most substantial and influential factor for a flexural moment is the volume fraction of galvanised square weld mesh.

1. Introduction

Ferrocement is a special form of composite with 90% of its
total volume occupied by cement mortar and the rest by
galvanised weld mesh or chicken mesh etc. +e composites
may contain discontinuous fibres also [1, 2]. As it contains
uniform mesh reinforcement spread throughout its surface,
the crack arresting mechanism of ferrocement is high when
compared to concrete structures [3]. Ferrocement reinforced

with galvanised square weld mesh shows higher load car-
rying capacity and moment capacity when compared with
ferrocement with GI mesh. Increase in the volume fraction
of mesh reinforcement increases the moment capacity [4].
+e ultimate moment capacity of ferrocement prediction by
group method of data handling (GMDH) has higher ac-
curacy when compared to other models [5]. Ferrocement
with a chicken mesh having a volume fraction of 3.77% and
30% partial replacement of fine aggregate by steel slag has a
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greater first crack load and ultimate load when related to
other specimens [6]. Predicted moment capacity of fer-
rocement with self-evolving network model has higher ac-
curacy when compared with plastic analysis and mechanism
approach method [7]. Ferrocement with 2 and 4 layers of
weld mesh increases axial stress by 61% and 31%, respec-
tively, with rich mortar containing silica fumes and meta-
kaolin [8]. To learn the influence of the autonomous
variables on the outcomes with the least experiments, sta-
tistical and mathematical method of Design of Experiments
(DOE) preferably Response Surface Methodology can be
adopted [9–12]. +e test variables can be optimised with
DOE which provides a relationship between the empirical
model and independent variables and finally delivers opti-
mal response for experimental data [13]. +e predicted
moment capacity of ferrocement composites with artificial
neural network has more accuracy when compared to other
methods like GMDH and ANFIs [14]. Ferrocement lami-
nates characterised using digital image correlation reveal
that as mesh volume fraction increases, flexural capacity,
ductility index, energy absorption, and number of cracks by
length increase, whereas the width of the crack decreases
[15]. Ferrocement slabs reinforced with chicken mesh
having skeleton reinforcement with bamboo andmortar mix
of 1 : 3 have higher mechanical properties, and predicted
theoretical results support the experimental results [16].
Ferrocement with 2 and 4 layers of weld mesh increases axial
stress by 61% and 31%, respectively, with rich mortar
containing silica fumes and metakaolin [8]. When the
number of layers of wire mesh increased in ferrocement for
strengthening of reinforced concrete better yield loads, ul-
timate loads and stiffnesses are obtained [17].

In the current study, an effort was made to improve the
load carrying capacity and moment capacity of ferrocement
with galvanised square weld mesh and steel slag. Design of
experiment (DOE) is used to design the experiments.+e effect
of autonomous parameters on experimental results can be
studied with the help of the DOE technique. To get the optimal
combination of independent variables (volume fraction and
steel slag) and to study the influence of independent variables
on ultimate load and moment capacity, central composite
method (CCM) statistical analysis was accomplished.

2. Methodology

+e present experimental programme is designed by using
the response surface methodology which evaluates the effect
and interaction of multiple variables on a dependent vari-
able. +e experimental data were obtained from the flexural
behaviour of ferrocement laminates under flexure. +e
appropriate regression model is chosen by the most ap-
propriate transform due to lack of fit or by removing the
extra or insignificant factors due to overfitting. +e final
model is obtained when the linear regression assumptions
are satisfied. Optimization is done for the combined effect of
volume fraction and steel slag replacement for fine aggregate
to achieve maximum ultimate load and moment capacity.
+e step-by-step procedure to achieve response models and
optimisation is shown in Figure 1.

3. Response Surface Method

+e Response Methodology is a mathematical and statistical
tool helpful in designing, enhancing, and developing issues
where outcomes are influenced by many influencing factors
[18]. In RSM, central composite design is used to determine
the relationship between outcome variables and indepen-
dent variables [19]. In DOE of RSM, autonomous variables,
factors, and levels of variables are to be provided as shown in
Table 1 for considered two responses. +e required number
of experiments is obtained by

N � 2k
+ 2k + n, (1)

where k is the number of factors, and n is the number of
centre points [20]. To obtain the optimum response, fol-
lowing the quadratic model or second order polynomial (2)
was used:

Y � β0 + 
n

i−1
βi xi + 

n

i�1
βii x

2
i + 

n

i−1


n

i�n

βij xixj; (i≠ j), (2)

where β0 is a constant; and βii and βijare the linear coeffi-
cient, quadratic coefficient, and interactive coefficient,
respectively.

4. Materials and Testing

OPC 53 having a specific gravity of 3.15, an initial setting
time of 35 minutes as per IS: 4031-1988 and IS: 12269-1987
was used for this investigation [21, 22]. River sand passing
through 2.36mm having a specific gravity of 2.68 as per IS:
383-1970 and ACI 549 1R-93, 1999 is used for ferrocement
[23, 24]. Steel slag an effective substitute material is used as a
partial replacement for river sand [25]. Steel slag passing
through 2.36mm with a specific gravity of 2.95 was used as
per the recommendations of IS 228, 1987 [26] and ACI 233
R-03, 200 [27]. Galvanized square weld mesh having a yield
strength of 660N/mm2 was used. Ferrocement of size
150mm× 25mm× 500mm were cast as per the specifica-
tions in Table 2. +e ferrocement composites are tested
under flexure with a simply supported span of 400mm.

5. Results and Discussion

5.1. Experimental Investigation:. From Figure 2, it is evident
that an ultimate moment of 2.80 kN is obtained for fer-
rocement laminates with a volume fraction of 1.425% with
25% weight fraction of steel slag and 2.35% volume fraction
with 0% steel slag. Similarly, a maximum ultimate load of
3.30 kN was obtained for ferrocement laminates with 2.73%
of volume fraction and 25% of steel slag substitution for fine
aggregate. It is observed that ultimate load reduces for
specimens with 0.5% volume fraction and 50% of steel slag
replacement. Moreover, it is evident that ultimate load re-
duces with reduce in volume fraction and an increase in steel
slag substitution [28].

Similarly, from Figure 3 it is observed that maximum
moment capacity is obtained for ferrocement laminates with
a volume fraction of 2.73% with 25% of steel slag for fine
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aggregate. It is evident that for the lower volume fraction of
galvanised square weld mesh, ultimate load and moment
capacity reduces. On the other hand, for higher volume
fraction, ultimate load and moment capacity increases. It is
clear from the graph that for the increase in volume fraction
moment capacity increases because of increased moment
arm distance and increased passive confining pressure.
Moreover, the diameter of weld mesh and mesh opening
provides good anchorage between cement matrix and weld
mesh which indirectly increases moment carrying capacity
[29, 30]. +e galvanised square weld mesh wires were found
to be more effective in increasing the ultimate load.

5.2. RSM Modelling: Observations and Discussions. In this
study, central composite design (CCD) is used to know the
impact of independent parameters of volume fraction and
steel slag on the ultimate load and moment capacity of
ferrocement laminates. As shown in Table 3 experiments
were considered to determine the response on ultimate load
and moment capacity. +e estimated responses are given in
(3) and (4):

ULFC � 0.203 + 1.865 X1(  + 0.0516 X2(  − 0.320 X1( 
∗

X1(  − 0.000879 X2( 
∗

X2(  − 0.00486 X2( 
∗

X2( , (3)

Moment capacity � 13.5 + 124.3 X1(  + 3.44 X2(  − 21.33 X1( 
∗

X1(  − 0.0586 X2( 
∗

X2(  − 0.324 X1( 
∗

X2( . (4)

+e normal probability of ultimate load and moment
capacity responses are shown in Figure 4. From the figure, it
is clear that all the responses fall near the straight line, which

confirms that errors are evenly distributed. Analysis of
variance is useful to know the relationship between au-
tonomous variables and responses to a collection of

YES

YES
NO

Overfitting

NO

YES

Lack of fit 

Flexural test on ferrocement laminates 

Response Surface Methodology approach to predict the Flexural Moment of 
Ferrocement composites with weld mesh and steel slag as partial replacement

for fine aggregate 

Choosing the appropriate regression 

Removing the extra /insignificant

The linear regression 
assumptions 

Final 

Choosing the most 
appropriate transform

Optimal combination of independent variable to 
predict Moment capacity of ferrocement composites 

Figure 1: Step-by-step approach to achieve response models and optimisation.

Table 1: Levels of variables.

Variables Low level (−1) Intermediate level (0) High level (+1)
Ferrocement volume fraction ≤ 0.01 1.425 2.35
Steel slag ≤ 0.01 25 50

Advances in Materials Science and Engineering 3
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statistical models and it is arrayed in Table 4. From Table 4, it
is evident that p value is less than 0.005 which indicates that
models are highly suitable. From Table 5, it is seen that
variation of predicted R2 and the adjustable R2 are less than
20%. Moreover, the R2 value of ultimate load and moment
capacity is 93.14%. From Figures 5 and 6, it is clear that the
model arrived can be used to predict the ultimate load and
moment capacity of ferrocement laminates as the predicted
values go in hand with experimental results. Moreover, the
models can be validated based on the F value.

5.3. Pareto Analysis and Lack of Fit (p Value). +e inde-
pendent variables can be considered as important and ex-
tremely important if the p value of the progression variable is
< 0.005 and < 0.001, respectively. If the p value of the in-
dependent variable is more than 0.005, then it is considered
as insignificant. FromANNOVATable 4, it is clear that the p

value of the linear and quadraticX1 is less than 0.005, but the
p values of the linear and quadratic X2were higher than
0.005. So, it clearly indicates that volume fraction is highly
significant for ultimate load and moment capacity. More-
over, as steel slag is higher than 0.005, the significance of
steel slag is less for volume fraction and moment capacity.
From the Pareto chart as shown in Figures 7(a) and 7(b), the
value of linear (A) was higher when compared to linear AA,
AB, and BB which shows that volume fraction is more
significant than steel slag for ultimate load and moment
capacity. Similarly, from ANOVA Table 4 the p value of
linear X1is higher when compared to X2, which means the
volume fraction is the most substantial factor in evaluating
the ultimate load and moment capacity. +e observations
agree with previous literature which clearly states that
volume fraction may enhance the ultimate load andmoment
capacity significantly.

5.4. Surface Plot Analysis, Contour Plot Analysis, and Opti-
misation of Progression Variables. +ree-dimensional (3D)
surface plots were plotted in Figures 8(a) and 8(b) to com-
prehend the effect of independent variables on the responses.
In the surface plot, the independent variables volume fraction
and steel slag were plotted in the “x” and “y” direction and the
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Figure 2: Ultimate load for different steel slag replacement and
volume fraction of weld mesh ferrocement laminates.
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Figure 3: Moment capacity for different steel slag replacement and
volume fraction of weld mesh ferrocement laminates.

Table 3: Comparison of experimental and predicted results.

Designation
Ultimate load

(kN)
Moment capacity

(kNm)
Exp RSM Exp RSM

FCWM01 2.50 2.25 166.67 147.31
FCWM02 2.80 2.81 186.67 185.15
FCWM03 2.80 2.92 186.67 187.81
FCWM04 2.80 2.81 186.67 185.15
FCWM05 2.55 2.73 170.00 175.24
FCWM06 2.55 2.81 170.00 185.15
FCWM07 1.60 1.14 106.67 76.07
FCWM08 2.00 1.74 133.34 113.60
FCWM09 2.80 2.81 186.67 185.15
FCWM10 0.90 1.32 60.00 87.72
FCWM11 0.70 1.06 46.67 70.32
FCWM12 3.30 3.45 220.00 221.13
FCWM13 2.80 2.81 186.67 185.15

Table 2: Details of test specimen with galvanised square weld mesh
for flexure test.

Designation Volume fraction (X1) Steel slag(X2)

FCWM01 1.425 0.0000
FCWM02 1.425 25.0000
FCWM03 2.350 0.0000
FCWM04 1.425 25.0000
FCWM05 2.350 50.0000
FCWM06 1.425 25.0000
FCWM07 0.116 25.0000
FCWM08 1.425 60.3553
FCWM09 1.425 25.0000
FCWM10 0.500 50.0000
FCWM11 0.500 0.0000
FCWM12 2.733 25.0000
FCWM13 1.425 25.0000
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response ultimate load and moment capacity were plotted in
the “z” axis. From Figures 8(a) and 8(b), it is understood that
the increase in volume fraction from 0.5% to 2.35% increases
the ultimate load and moment capacity for the ferrocement
laminates, which clearly depicts volume fraction has a high
significance in ultimate load and moment capacity. Although
the volume fraction is the significant factor for ultimate load
and moment capacity, the addition of steel slag also increases

the load carrying capacity up to 25% replacement of fine
aggregate by steel slag, beyond which ultimate load and
moment capacity reduces. From the surface plot, it is un-
derstood that maximum ultimate load and moment capacity
was obtained for the volume fraction of 2.73% and steel slag of
25% by weight of fine aggregate. From Figures 9(a) and 9(b),
the contour plot which is plotted for independent variables
volume fraction and steel slag shows the range of distribution
of ultimate load and moment capacity. +e response of the
graph confirms with results obtained from 3D surface plots.
+e optimised ultimate load and moment capacity of fer-
rocement laminates are shown in Figures 9(a) and 9(b). +e
notations “y” and “d” plotted in Figure 9 refer to the max-
imum ultimate load andmoment capacity value and appeal of
the independent variables from zero to one, where zero in-
dicates the undesirable variable and one represents the de-
sirable variable. From Figures 10(a) and 10(b), it can be seen
that to attain the maximum ultimate load and moment ca-
pacity, the optimal value of volume fraction and steel slag was
found to be 2.73% and 21.95% of weight fraction, respectively.
+e validation test was executed to confirm the outcomes as
shown in Table 6.
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Figure 4: Normality graph of (a) ultimate load; (b) moment capacity.

Table 4: ANOVA for ultimate load and moment capacity.

Source
Ultimate load Moment capacity

DF F-value p value DF F value p value
Model 5 12.81 0.002 5 12.81 0.002
Linear 2 22.39 0.001 2 22.39 0.001
X1 1 44.76 ≤ 0.01 1 44.76 ≤ 0.01
X2 1 0.02 0.887 1 0.02 0.887
Square 2 9.08 0.011 2 9.08 0.011
X2

1 1 5.00 0.060 1 5.00 0.060
X2

2 1 13.83 0.007 1 13.83 0.007
Two-way interaction 1 0.48 0.511 1 0.48 0.511
X1 ∗X2 1 0.48 0.511 1 0.48 0.511

Table 5: proportion of variance (R2) of the regression model.

Responses R2 (%) Adjusted R2 (%) Predicted R2 (%) Difference between adjusted R2 and predicted R2 (%)
Ultimate load 93.14 90.10 87.23 2.87
Moment capacity 93.14 90.10 87.23 2.87
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Figure 5: Predicted and actual values of ultimate load.

Advances in Materials Science and Engineering 5



RE
TR
AC
TE
D

0

B

AB

AA

BB

A

Term

Pareto Chart of the Standardized Effects
(response is Ultimate Load, α = 0.05)

2.365

1 2 3
Standardized Effect

Factor
A

Name
Volume fraction

B Steel slag

4 5 6 7

(a)

0

B

AB

AA

BB

A

Term

Pareto Chart of the Standardized Effects
(response is Ultimate Load, α = 0.05)

2.365

1 2 3
Standardized Effect

Factor
A

Name
Volume fraction

B Steel slag

4 5 6 7

(b)

Figure 7: Pareto chart. (a) Ultimate load; (b) moment capacity.
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Figure 8: 3D Surface plot for: (a) ultimate load; (b) moment capacity.
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Figure 9: Contour Plot: (a) ultimate load; (b) moment capacity.
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Figure 10: Response optimisation plots: (a) ultimate load; (b) moment capacity.

Table 6: Confirmation of Test results.

Properties Volume fraction Steel slag Predicted result RSM Confirmation results
Ultimate load 2.73 21.95 3.46 3.31
Moment capacity 2.73 21.95 221.73 220.56

Advances in Materials Science and Engineering 7
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6. Conclusions

In this present study, optimisation of ultimate load and
moment capacity of ferrocement composites with different
volume fractions and steel slag using the central composites
method of RSM is made and the conclusions arrived are
given below:

(i) +e addition of steel slag has moderately enhanced
the ultimate load and moment capacity of fer-
rocement laminates. But for higher levels of steel
slag content the ultimate load and moment capacity
reduces.

(ii) Ferrocement with volume fraction of 2.73% and
25% of steel slag by weight fraction of fine aggregate
has improved the ultimate load and moment ca-
pacity of ferrocement laminates

(iii) A total of two responses ultimate load and moment
capacity were considered in the central composite
method of RSM examination, the influences and the
level of each outcome were 2 and 2, respectively.

(iv) +e ANNOVA results show that the most con-
tributing factor for ultimate load and moment ca-
pacity is the volume fraction of mesh reinforcement.

(v) +e model established using regression analysis to
predict ultimate load and moment capacity shows
that forecast values go in hand with the experi-
mental results.

(vi) +e ANOVA and Pareto chart examination showed
that the regression models for ultimate load and
moment capacity are highly significant. +e
mathematical outputs of the models are of high
precision as the p value of the models was less than
0.005. +e most substantial factor for ultimate load
and moment capacity was found to be volume
fraction(X1).
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Abstract: 
When palm oil is refined, a lower-value by-product called palm fatty acid distillate (PFAD) is 
created. It contains a lot of free fatty acids (FFA). However, it can be used as a low-cost and 
potentially lucrative raw material to make biodiesel through the esterification process. The 
difficulty with FFA esterification using the traditional batch method is that it is inefficient for 
large-scale manufacturing due to its low productivity and high excess reactant requirements. 
Reactive distillation (RD) is the most effective solution for this issue. One of the most alluring 
pieces of machinery that could be used for the esterification reaction is RD.However, the poor cold 
flow qualities of palm oil-based biodiesel frequently make it difficult to use (CFP). Poor CFP 
biodiesel fuel may crystallise and clog fuel lines, filters, and injectors, causing issues with engine 
operation.A precise model are required to achieve the best possible design for the RD.We have 
come to a conclusion on the synthesis of biodiesel from palm fatty acid distillate employing 
reactive distillation thanks to the fact study and predictive analysis that were conducted as part of 
our research on pertinent records and data related to our research target. 
Keywords: Biodiesel, Palm fatty acid distillate (PFAD), Reactive Distillation. 
1. Introduction: 
One of the developed developing energy sources nowadays is biodiesel. Many advances, including 
those in manufacturing technology and raw materials, have been researched and some of them 
have been used commercially in the production of biodiesel (Balat, 2010). In order to prevent 
affecting the stability of food if it employs edible oil, the raw material for biodiesel manufacturing 
is currently more concentrated on non-edible oil. The by-product of the refinement of palm oil, 
Palm Fatty Acid Distillate (PFAD), which contains a significant amount of Free Fatty Acid (FFA) 
is one of the prospective raw materials (Chongkong, 2007; Yujaroen, 2009). 
 
Utilizing PFAD as the primary raw material for the manufacturing of biodiesel has various 
benefits, including not interfering with food stability, generally stable supply, and a relatively 
lower cost when compared to other vegetable oils. As a component of animal feed and as a raw 
material for the oleo-chemical industry, PFAD has been employed in the soap business. The 
majority of the neutral oil in PFAD is neutral oil, with a tiny proportion of unsaponifiable 
components (Santoso, 2008). 
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Chemical reaction in a reactor is followed by separation step in a distillation column in a traditional 
arrangement for a process involving chemical reactions. Actually, it is possible to carry out 
chemical reactions as well as distillation-based separation simultaneously. Reactive distillation is 
the name of this coupled unit action. Numerous benefits come with this structure, including 
improved conversion and selectivity, a decreased need for catalysts, and the avoidance of 
azeotrope.Due to its thermal integration, which combines a reactor and distillation column in a 
single vessel, the main advantage is a decrease in capital expenditure, plant running costs, and 
energy consumption (Doherty and Buyad, 1992).Numerous studies have been conducted, mostly 
in the area of chemical synthesis, including those on the esterification of methyl or ethylacetate, 
MTBE, propylene oxide, and others (Bezzo et al., 1999; Kliker, 2004; Venkataraman, 1990). 
Harmsen has reviewed the study of this fascinating area's research, design, operation, scale-up, 
and commercial use (2007). While some research on the creation of biodiesel using reactive 
distillation, such as the creation of biodiesel from free fatty acids, has been done (An, 2009; 
Kusmiyati, 2008). 
Free fatty acids (FFAs) make up 70–80 percent of PFAD, whereas triglycerides make up 20–30%. 
Therefore, esterification and trans-esterification reactions are used to make methyl ester (biodiesel) 
from PFAD. The first step of the procedure is to reduce FFA with methanol and an acid catalyst, 
and the second step is to have the triglyceride fraction react with methanol and a base catalyst 
(Chongkong et al., 2007). 
 
The process of making biodiesel typically involves two phases. Esterification, the first process, 
results in alkyl ester from the reaction of FFA and methanol. The second one is trans-esterification, 
in which triglyceride and methanol react to form alkyl ester and glycerol.In addition to these 
reactions, a step is taken to remove contaminants from the biodiesel product. In traditional 
technology, reaction and separation were carried out in separate columns or reactors (Mittelbach 
and Remschimidt, 2008). Due to its low productivity and high excess reactant (methanol) 
requirements, the conventional batch process faces a difficulty and is ineffective for large-scale 
manufacturing. 
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Objective: 
This study aims to produce biodiesel via reactive distillation from palm fatty acid distillate. 
 
 
Literature Review: 
One of the most popular biodiesel feedstocks is palm oil, and Ali et al.(2012) found that when 
compared to other common biodiesel feedstocks, palm oil-based biodiesel is the cheapest and has 
the highest oil output.  
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Xu et al., 2020emphasised that palm oil-based biodiesel output is around 12 times higher than that 
of soybean-based biodiesel. A byproduct known as palm fatty acid distillate (PFAD), which cannot 
be consumed, is inexorably created during the physical refining of crude palm oil. Malaysia (29%) 
and Indonesia (58%) are the two countries that contribute the most to the estimated 2.5 106 t of 
PFAD produced annually worldwide.In order to completely use the PFAD, mit has been widely 
employed as a raw material for soap and oleochemical products as well as a feedstock for the 
production of biofuels (Akinfalabi et al., 2017; Baharudin et al., 2020). However, the poor cold 
flow qualities (CFP) of palm oil-based biodiesel, which are typically assessed by cloud point (CP), 
cloud filter plugging point (CFPP), and pour point, frequently make it difficult to use (PP). The 
high concentration of saturated palmitic acid methyl ester (C160) or methyl palmitate is mostly to 
blame for the poor CFP of palm oil-based biodiesel (up to 48 percent).Because of this, palm oil-
based biodiesel cannot be used in areas outside of tropical latitudes due to its propensity to solidify 
at low temperatures, which can clog fuel lines, filters, and injectors and cause issues with engine 
start-up and operability (Abou-Arab and Abu-Salem, 2010; Yusup and Khan, 2010; Cukalovic et 
al., 2013; Lv et al., 2013; Sia et al.2020). 
It is obvious that the palm oil-based biodiesel's CFP needs to be improved to stop it from quickly 
solidifying at low temperatures.To improve the CFP of biodiesel or fatty acid methyl esters, several 
standard approaches have been used, including winterization, blending with petroleum diesel, 
transesterification with alcohol, and the application of chemical additives (FAME). These 
traditional methods have limitations, nevertheless, which prevent wider use. For instance, 
winterization can result in the loss of the entire biodiesel output. However, mixing biodiesel uses 
a significant amount of blending agent (diesel), which is not sustainable or financially viable (Edith 
et al., 2012; Sierra-Cantor and Guerrero-Fajardo, 2017; Sia et al., 2020). 
Finding other methods to enhance palm oil-based biodiesel's CFP is required for this. To 
specifically separate and extract required methyl esters, distillation method might be used (Dimian 
et al., 2007; Aqar et al., 2021). In this way, the CFP of biodiesel can be increased by distilling off 
saturated methyl esters that have unfavourable high melting temperatures and low boiling points 
from the fuel. But the traditional distillation method is expensive and could result in heat 
decomposition (cracking), which might change the properties of biodiesel (Iakovlieva et al., 2017). 
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Methodology: 
A review of the literature and factual investigations that are publicly available worldwide served 
as the foundation for the descriptive study "Biodiesel production from palm fatty acid distillate 
utilising reactive distillation." To support or refute the criteria listed in the research's introduction 
section, we obtained pertinent data. The conclusions were then applied to our description. The 
phrase "we used secondary data for this study used by the authors refers to the data they gathered 
from official portals, research/survey/journal references in this field, opinion polls, and review 
reports that were formally released by the affiliated agencies/institutions/functioning 
bodies/research organisations”. The specifications and procedures listed in those informational 
sources attest to the veracity of the data and information, and they are closely examined to ensure 
that there are noinconsistencies. 
Conclusion: 
In summary, we can state that the entire reflux model, when compared to the recycled distillate 
model, provides more cost-effective heat duty for the condenser and reboiler. In addition, 
conversion rose as the total number of stages in the reaction zone increased, and the conversion 
attained by reactive distillation with recycled distillate is higher than that of total reflux when 
employing the same stage in the reaction zone. In the future, similar research can be done for other 
design variables. 
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Abstract : According to the national crime records bureau, the total number of rape cases in India was a staggering 228650 and 

Delhi, the national capital accounted for 5234 of those and in 2011 according to ministry of home affairs a total of 24193 cases 

were reported. This is just the tip of the iceberg. Rape is notoriously under reported crime, thanks to its social stigma. A woman is 

raped in every 21 minutes in India and every 18 hours in Delhi. It’s shameful for the whole world. The primary reason behind 

such shocking statistics is the society which is prejudiced against the girl child, lack of proper policing, ineffective laws, etc. 

While the long-term solution should aim to correct the above factors. Now there is requirement of some changes. By observing 

such bad conditions of woman in the world we are designing and developing this project. This project has the potential to help the 

woman by the technologies used in it. In this project we are designing a device that can be used by woman for help in emergency 

situations as it can send information to family members and to near police station. 

 

 

Index Terms – GSM; GPS; Shock Device; PIC Microcontroller etc. 

I. INTRODUCTION 

 

In today's world, women safety has become a major issue as they can’t step out of their house at any given time due to 

physical/sexual abuse and a fear of violence. Even in the 21st century where the technology is rapidly growing and new gadgets 

were developed but still women and girls are facing problems. Even today in India, women cannot move at night in many places 

and even at day time crowded places hundreds and thousands of incidents of physical/sexual abuse happens to women every day. 

Among other crimes, rape is the fastest growing crime in the country today. 

The device descried here is a self defense system specially designed for women in distress to help them to protect themselves. 

This device can be fitted in a purse, belt or fitted to the girl’s sandals and the panic button attached to the belt. The lady in danger 

can activate the system by pressing emergency button on belt or tilting her sandal. It is a simple and easy to carry device with 

wide range of features and functionality. 

The basic approach is to intimate instant location and a distress message to the cops and registered number like parents, friends, 

media, and women cell etc. so that unfortunate incidents would be averted and to provide real time evidence for swift action 

against the perpetrators of crime against women. 

 

    II. LITERATURE REVIEW 

 

Authors here discuss about the present scenario of security to women is very less and in order to provide security to women is 

very essential. Hence to provide the security, an application is to be built and given with sufficient data like human behavior. It 

has to be accessed to GPS services. This application can detect the location and check the condition of women health by which 

actions can be taken accordingly. Hence this proposed system helps in dealing with the problem faced by women which can be 

solved with technical knowledge [1]. 

Nowadays the important issue in the society is women safety. In this paper the model will help to protect the women from the 

attackers. The proposed model contains various devices like GPS, GSM and panic button. Here GPS is used to detect the location 

of the device. This paper model is proposed a band which will provide to a woman so that they can do work at late night. In this 

paper to ensure a security to a woman in the society by providing sending of threats and sends a notification to their relatives and 

nearest police station [2].  

In this paper, the author discussed about how the system is designed to ensure women's security. This system is used to locate 

women based on GPS technology. In this way, the signals that have been created are sent to the board, manage the signals and 

provide emergency calls can be shared with the location of the coordinates to save women from harassment [3]. 

Today in this world the women are being molested, kidnapped and harassed by physically strong people. So, to ensure safety and 

security of women the idea of smart device is built which is comfortable and very easy compared to other bulky system which 
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already exists? This paper proposes the dangerous issues faced by the women and it will help in finding the culprit easily with 

help of high technologies. And it will be easy to implement in different areas for security and surveillance of women [4]. 

This paper is all about providing safety to women on designing the smart device. This device helps to identify the critical situation 

of women. Women safety has become major issue in day-to-day world. They can’t have real freedom as the men as since they are 

not physically strong enough. Thus, in dangerous situations this will act as protecting hand. This uses GPS and GSM module with 

PIC Microcontroller device. When a woman feels insecure in any situation, she can press the wireless key which provides the 

location from GPS and GSM. This design helps to handle the dangerous situation faced by women. This paper also helps for the 

further development of the design by providing the basic and the technical information [5]. 

In our country there is no safety for women so this paper is designed for women in emergency and in distress. It is simple and 

easy to use. Many people use smart phase which has many applications and it is useful to people if any emergency occurs then 

our intension is to provide you with [6]. 

 

 III. OBJECTIVE 

 
o Security is a condition for protection against accidents or losses.  

o In general, security is a concept similar to security.  

o The difference between the two is an additional emphasis on protecting from external accidents.  

o Individuals or activities that violate the terms of protection are liable for any breach of security.  

o The word "safety" is a general term for "safety", but a "safety" technique means something not only true but also safe.  

o This project was designed by PIC Microcontroller This project demonstrates women's security systems using the GPS and 

GSM modules.  

o In emergency situations, woman can press the emergency button fitted on the device.  

o When the button is pressed, the device will activate a buzzer to alert the public and also it will generate shock wave to 

attack the enemy.  

o The microcontroller will receive the location information from the GPS receiver and send a message to the family member 

about the emergency situation with location information so that they can take necessary action to help the woman. 

 

  IV. PROBLEM STATEMENT 

 

In the latest horrific incident in Jammu and Kashmir, we have shocked the nation and warned us about women's safety and security. 

In regards to issues, people have different means of protection. Finally, tools should be introduced to ensure women's protection 

with different technologies.  

 

    V. PROBLEM SOLUTION  

 

This is a system that is provided for women's security purposes. The building system has security tools that can help women in their 

trouble to track emergency callers to send information through notifications during the incidents by pressing the button on the 

device immediately. The victim's place will be followed by GPS tracking to nearby family members and police stations. 
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VI. IMPLEMENTATION 

 

 
Fig.1 Proposed Block Diagram 

 

 

In emergency situations, woman can press the emergency button fitted on the device. When the button is pressed, the device will 

activate a buzzer to alert the public and also it will generate shock wave to attack the enemy. Here, we used a device driver 

IC/Circuit interface with PIC Microcontroller to drive the devices like Buzzer and Relay. Basically, the driver circuit is used to 

handle particular device. The device driver is necessary to permit a computer/controller to interface and interact with specific 

devices. 

The microcontroller will receive the location information from the GPS receiver and send a message to the family member about 

the emergency situation with location information so that they can take necessary action to help the woman/victim. Here, we add 

one or more features in it regarding to message. Here, we add two or three emergency number instead of only one. Therefore, when 

the key is pressed by victim the message with location is send to first emergency number and similarly, it also sends to the second 

and third number to avoid delay and provide help on time. The device will also send an emergency message to the nearest police 

station with location information via RF technology which will help the police to reach the area immediately and provide help. 

 

A. PIC Microcontroller – 16F877 

 

PIC (Peripheral Interface Controller) 16F877. It is designed using the RISC architecture manufactured by Microchip. PIC 16F877 

is a 40 pin DIP(Dual-In-Package) IC. Operating frequency is 20MHZ, Flash memory is 8kB, Data memory (RAM) is 368 bytes, 

EEPROM Data Memory is 256 bytes, 5 input/output ports i.e., 33 input/output pins.  

 
Fig.2 PIC Microcontroller 16F877 
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B. GSM Module SIM400 

 
Global system for mobile communication (GSM) is a worldwide accepted standard for digital cellular communication. GSM is 

used to transmit mobile data as well as voice service or message. GSM technology was developed system using the time division 

multiple access (TDMA) techniques for communication purpose. GSM uses a 4 different band 850MHZ, 900MHZ, 1800MHZ and 

1900MHZ. 

 

C. GPS Receiver 

 

GPS module acts as the satellite and receives the data frequently and transmits similarly to the RS32.It is developed by US 

department of defense (DOD. The antenna input of the module receives the GPS signals, and a complete sequential data message 

with area, acceleration, and time information is pressed at the serial line. The module provides the current date, time, longitude, 

latitude, altitude, speed, and travel direction among other data and can be used in many applications including navigation, fleet 

management, tracking system, mapping and robotics. 

 

D. Relay 

 

Relay is one kind of electro-mechanical component that functions as a switch. The relay coil is energized by DC so that contact 

switches can be opened or closed. A single channel 5V relay module generally includes a coil, and two contacts like normally open 

(NO) and normally closed (NC). A 5v relay is an automatic switch that is commonly used in an automatic control circuit and to 

control a high-current using a low-current signal. The input voltage of the relay signal ranges from 0 to 5V. 

 

 
Fig.5 Relay 

 

E. Shock Device 

 

It can provide electric shocks of different intensities for different conditions. Any voltage above 30 is generally considered to be 

capable of delivering dangerous shock current. When the system is activated which protect the women in term of physical abuse.  

 

 

F. Driver IC ULN2803 

 

The operating temperature of ULN2803 lies in the range of -65°C – 150°C. In order to operate this chip, no additional power is 

needed. The ULN2803 chip can be used in the following cases: To control the inductive loads those are making use of the logic 

obtained by the control unit. The ULN2803 IC consists of eight NPN Darlington pair which provides the proper current 

amplification required by the loads.  

 

 
 

Fig.6 Driver IC ULN2803 

 

 

 

VII. CONCLUSION 

 

The project grants designing about the women, faced the lot of critical situations at present days and will assist to clarify them 

scientifically with compressed kit and concept. Making use of wrist band and spectacles, the mechanism like tear gas release, loud 

the messages with the location. From the above-mentioned product can runover the suffering of every woman in the world about 

her assurance and security. 
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Abstract:  
Smart video surveillance applications are gaining more attention due to their potential to 
streamline security and safety operations in public and private spaces. However, these 
distributed video surveillance systems introduce challenges to network performance, such as 
data latency, throughput, packet loss and delay. To overcome these challenges, a cloud-edge 
collaboration architecture can be used to optimize network performance parameters. This 
architecture separates the control plane from the data plane, enabling distributed streaming of 
video data between edge nodes and cloud storage nodes. This architecture also features a 
distributed control plane protocol responsible for forwarding video data between nodes and for 
network optimization decisions. By using intelligent algorithms, the distributed control plane 
enables Fine-Grained Intelligence (FGI) that optimizes the network performance parameters 
based on environment conditions. Such a system can leverage system monitoring and 
reconfiguration capabilities to optimize network performance in real-time. Furthermore, 
optimizations include the adjustment of packet size, packet scheduling and route selection, all 
of which can further reduce latency and throughput. Finally, by using Big Data analytics and 
Machine Learning algorithms, the cloud-edge collaboration architecture can further adjust the 
network parameters, resulting in enhanced performance. As a result, this cloud-edge 
collaboration architecture can be used to optimize network performance parameters and enable 
smart video surveillance applications. 
Keywords:  Cloud-Edge collaboration, Cloud Computing, Edge Computing, Artificial 
Intelligence, Internet of Things. 
 
Introduction: 
Smart video surveillance applications leveraging cloud-edge collaboration architecture can 
significantly benefit from optimising various network performance parameters such as latency 
and throughput. Improved latency and throughput are key to ensuring reduced frame drops, 
faster transmission, and increased performance. This article presents different methods of 
network performance parameter optimisation applicable to smart video surveillance 
applications. Firstly, compressing the data can significantly improve the network performance 
parameters such as latency and throughput. Efforts should be made at both the cloud and the 
edge to reduce data sizes, which in turn, can reduce the bandwidth and reduce latency. The 
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commonly used compression methods include lossless compression, lossy compression, and 
entropy coding. Moreover, edge devices can be optimised using over-the-air updates, advanced 
I/O algorithms, and offloading tasks to the cloud to reduce the network latency. Second, 
Software Defined Networking (SDN) is a powerful tool for optimising network performance 
parameters. SDN enables dynamic management of network resources, real-time routing, and 
traffic engineering. Moreover, SDN-based edge computing can enable dynamic allocation of 
network resources and help in reducing the task delays at the edge. Furthermore, caching can 
be employed to reduce the traffic load and the latency. Finally, traffic shaping and congestion 
control can be employed to improve the network performance in terms of latency and 
throughput. Traffic shaping techniques ensure that the data is transmitted within given latency 
and throughput constraints. Moreover, congestion control techniques such as random early 
detection (RED), leaky bucket algorithm (LBA), controlled access (CA) and total access (TA) 
can help to improve the network performance by applying congestion control mechanisms. 
Overall, network performance parameter optimisation for smart video surveillance applications 
using cloud-edge collaboration architecture requires a careful consideration of various 
techniques such as data compression, SDN, caching, traffic shaping, and congestion control. 
Furthermore, proper assessment should be conducted to determine the best technique for a 
given application. 

 
Figure 1. The Connection Between IoT, Edge Computing and Cloud Computing 
 
Architecture of IoT Edge Computing: 
IoT edge computing is an approach for extending cloud computing functionality to the edge of 
a network. It allows for the processing of IoT data and applications to be executed close to their 
sources, preventing latency issues and enabling the processing of larger amounts of 
information. The architecture for this type of computing is based on a combination of cloud, 
fog, and local edge-computing nodes that are connected to the Internet of Things. At the heart 
of any IoT edge computing system is the hub, which enables communication between the cloud 
and edge nodes. This hub can be hosted in the cloud, on an embedded device, or a combination 
of the two. This is where information is routed from sensor data sources to the cloud or local 
edge nodes for further processing. Data from the edge nodes is sent to the cloud or local hub. 
Once the data is in the cloud, it is processed, stored, and analyzed. The edge node can then 
receive the results of theanalysis, enabling it to process data autonomously. This helps to make 
the system more robust by allowing it to act without having to wait for a response from the 
cloud. At the local edge, data can also be stored and applications can be executed in order to 
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process information independently of the cloud. This provides a layer of distributed intelligence 
between the cloud and edge nodes that can be used for predictive analytics and machine 
learning applications. The strength of the system lies in the ability for distributed processing to 
take place and the ability for the edge node to autonomously act upon the insights generated 
from the cloud. Cloud computing and IoT edge computing can complement each other to 
provide an increased level of intelligence to edge systems. 
Definition of Edge Computing: 
Edge computing is a type of distributed computing system which brings computing and data 
storage capabilities closer to the devices or users that are generating or consuming the data. 
Instead of relying on centralized data centers, edge computing distributes computing resources, 
such as servers, o cloud services, databases, and application logic, out to the edges of a network 
— to the mobile devices and locations where the data is being generated or used. This allows 
for faster processing and increased privacy, security, and reliability. 

 
Figure 2. IoT Edge Computing Reference Architecture. 
An architecture for edge computing can include four types of components: sensing devices, 
edge devices, data processing nodes, and connectivity nodes. Sensing devices are typically the 
first step in edge computing where data originates. These devices can range from smart cameras 
to ultrasound sensors to IoT connected devices. Edge devices are responsible for filtering and 
meaningfully interpretation of data collected by sensing devices. Typically, edge devices pre-
compute, offer faster analysis, make decisions, and store localized data. Data processing nodes 
are capable of handling larger data volumes by processing them and storing the results that 
cannot be processed or stored at the edge. These nodes are generally hosted in the cloud, where 
data processing can be offloaded for more demanding or specialized tasks. The last component 
of an edge computing architecture is connectivity nodes, such as cellular networks, Wi-Fi, or 
Bluetooth. These nodes enable the edge devices and data processing nodes to interact with each 
other and transmit data reliably to the cloud. 
Application scenarios for the EC-IoT reference architecture: 
1. Smart Factory: Smart factories leverage EC-IoT’s ability to securely connect, monitor, and 
control connected devices in an industrial environment. EC-IoT can provide enhanced security, 
improved scalability, and end-to-end quality of service for the smart factory.  
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2. Smart Agriculture: EC-IoT can enable sensor-based agriculture, such as crop monitoring, 
intelligent water management, and crop health diagnosis and prediction.  
3. Smart Grid: EC-IoT can provide secure, adaptive, and real-time data exchange for smart grid 
applications. This enables advanced analytics, demand response management, and 
optimization of grid utilization.  
4. Smart Cities: EC-IoT can provide improved sensor network communication, secure data 
exchange, and a real-time analytics platform for smart city initiatives such as traffic 
management, air quality monitoring, detecting emergency events, etc.  
5. Connected Car: EC-IoT device-to-device communication and edge computing capabilities 
can enable resilience in connected car networks and provide improved performance for safety 
critical applications.  
6. Smart Buildings: EC-IoT can provide secure and efficient communication for connected 
lighting, HVAC, and home automation systems. This improves scalability, reduces installation 
time, and enhances system performance. 
Industrial EC-IoT solution: 
Industrial IoT (IIoT) solutions typically integrate three core components:  
1. Sensors and devices: Sensors and devices allow for the collection of data to provide feedback 
and intelligence. These can include sensors, RFID tags, cameras, and even drones.  
2. Data Management: Data Management systems provide the structure to store and analyze the 
data collected from the sensors and devices. This can include data warehouses, streaming 
analytics, and predictive analytics.  
3. Cybersecurity: Cybersecurity solutions are required to protect the data collected by the 
sensors and devices and ensure that data transmissions are secure.  
This can include authentication, encryption, firewalls, and intrusion detection systems. In an 
industrial EC-IoT solution, these three components are connected and allow data to be sent, 
received, and analyzed. This data can be used to monitor the performance of equipment, track 
usage and production rates, and optimize processes to increase efficiency and productivity. 
Additionally, EC-IoT solutions can provide real-time insights that can help with decision 
making in production and inventory management. 

 
Figure 3. Diagram of an industrial EC-IoT solution. 
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Discussion : 
Smart Video surveillance applications are gaining a high-level of attention due to the increasing 
demand for improved surveillance in buildings and cities. This demand has led to the 
emergence of a unique system architecture known as Cloud-Edge Collaboration Architecture, 
for smart video surveillance applications. This architecture works on the concept of divide and 
conquer, wherein functions such as monitoring, video analysis, storage and running of 
applications are outsourced to the Cloud while the hardware resources are present at the edge 
of the network. This architecture effectively addresses the issues of limited resources, high 
cost, and improved latency and response time. However, it creates certain problems of its own, 
one of which is the optimization of Network Performance parameters.  
Challenges in Network Performance Parameter Optimization: 
The optimization of Network Performance Parameters for smart video surveillance 
applications involves various challenges such as:  
• Achieving a balance between low latency and high video streaming rate.  
• Addressing bandwidth constraints when edge devices share multiple video streams. 
 • Minimizing latency without reducing throughput. 
 • Managing the cost of the network components and their associated energy. 
 • Ensuring quality of service (QoS) and security of the video data.  
Solutions To address the challenges mentioned above, several solutions have been proposed 
to optimize the network performance parameters of smart video surveillance applications. 
These include: 
 • Utilizing cloud storage and computing services such as Amazon Web Services for video 
analysis. 
 • Enabling video compression and data deduplication techniques to reduce the size of the 
video. 
• Implementing blockchain technology to share and store videos securely. 
• Optimizing the parameters of the networking protocols such as TCP/IP and UDP.   •
 Implementing caching techniques to improve the response time at the edge. 
• Using Machine Learning algorithms to identify patterns in the video data. 
Conclusion: 
 Smart video surveillance applications are increasingly becoming popular and are being used 
in a wide range of applications such as security and monitoring. This has led to the emergence 
of the Cloud-Edge Collaboration Architecture for these applications. The network performance 
parameters of these applications need to be optimized so that they are able to process and store 
video data with minimum latency and cost. Several solutions have been proposed to achieve 
this, such as video compression and data deduplication techniques, caching techniques, and 
optimising the parameters of networking protocols. Therefore, network performance parameter 
optimisation is an important factor for efficient running of smart video surveillance 
applications. 
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Abstract.  
The traditional cloud-based paradigm is under tremendous pressure on network bandwidth and 
communication latency, which is why a newly emerging paradigm of computing paradigm is 
involved. As a result, AIoT applications can be implemented in a cloud-based environment, where 
model building and model abuse are embedded in the cloud and edges, respectively. However, 
engineers still face the challenge of building AIoT systems in practice due to the natural diversity of 
IoT devices, diminishing accuracy of trained models, security and privacy issues, etc. In this paper, I 
want to introduce the development of an industrial edge- cloud based collaboration platform aimed 
at facilitating the implementation of AIoT applications. In addition, a land use case was filed in this 
paper, which proved the effectiveness of the AIoT application building on the platform. In this paper 
we simply do the comparatively study of edge system for surveillance and cloud-edge system for 
surveillance and measure various parameter using both system and conclude which system is best. 
Keyword : Cloud-Edge collaboration, Cloud Computing, Edge Computing, Artificial Intelligence, 
Internet of Things. 
DOI Number: 10.48047/nq.2022.20.8.nq221110            NeuroQuantology 2022; 20(8): 10821-10829 

 

1. Introduction 
The world is quickly evolving and smart technologies are becoming increasingly ubiquitous. To truly 
harness the potential of the Internet of Things (IoT), smart, Internet-enabled devices must be able to 
effectively communicate and interact with one another and with their environment. One of the most 
important potential applications of these connected devices is video surveillance, which can provide 
valuable insights to security teams. But with so many devices and data streams to manage, how can 
one ensure that their video surveillance systems are operating at peak performance? Fortunately, 
the advent of artificial intelligence of things (AIoT) technologies, combined with collaborative cloud 
and edge computing, can help ensure maximum performance in smart video surveillance 
applications
. 
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Figure 1: Two-stage process of an AI approach 

based 
AIoT technologies provide the intelligence 
needed to accurately detect anomalies and 
respond quickly to changing conditions. By 
leveraging the power of AI algorithms, AIoT can 
reduce the amount of manual intervention 
required by security teams and increase the 
efficiency of video surveillance systems. 
Through the real-time analysis of captured 
video feeds, AIoT can instantly identify threats 
and suspicious activities, and accurately assess 
the situation. 
 

Combined with cloud and edge computing, 
AIoT can act as a centralized hub for data 
and processing, providing an avenue to 
quickly store and process huge amounts of 
data. By increasing the amount of data 
available to analyze, AIoT can enhance the 
accuracy and speed of video surveillance 
systems. Additionally, edge computing can 
bring processing power to the smart device 
itself, which can significantly reduce latency 
and improve response time. 

 
By leveraging the capabilities of AIoT, cloud 
and edge computing, smart video 
surveillance systems can increase security 
and enhance performance. AIoT powered 
video surveillance systems can provide real-
time analysis and increase accuracy by 
accurately assessing conditions and quickly 
responding to changes in the environment. 
The enhanced performance combined with 
quick response times can dramatically 
reduce the amount of manual intervention 
required by security teams. In addition, AIoT 
can drastically increase the amount of data 
available to analyze, leading to an improved 
understanding of the environment and more 
accurate detection of anomalies. By 
deploying AIoT powered video surveillance 
systems, organizations can ensure that their 
security teams are operating at peak 
performance and can keep their 
organizations safe. 
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Figure 2: Two different paradigms of AIoT 

 

2. Background of Research Idea: 
Smart video surveillance, powered by 
advanced algorithms and Artificial 
Intelligence of Things (AIoT) technology, has 
become a promising solution for the 
security, safety and comfort of citizens. This 
technology combines computer vision, 
object detection, and intelligent video 
analytics to intelligently detect and analyze 
videostreams. In smart video surveillance, 
sophisticated analytics models and 
algorithms are employed to convert image 
streams into useful information and real-
time notifications. The goal of Smart video 
surveillance is to provide an efficient, 
reliable, and cost-effective security system 
for civilian safety and security. However, due 
to its high computational complexity, point-
of-use deployment poses a significant 
challenge to such applications. To support 
this technology, innovative solutions for 
solving the problem of computational power 
budget are required. In this regard, two of 
the major technologies that are currently 
being explored are Collaborative Cloud and 
Edge Computing. Cloud computing offers 
scalability and high compute power for video 
analytics and is well suited to provide the 
required geographically distributed 
computational power to video analytics 
applications. Edge computing, which 

operates at the edge of the cloud, offers 
ultra-low latency, mobility, automation, and 
strong bandwidth capabilities, thus enabling 
real-time analysis and rapid response at the 
source of data. With the marriage of these 
two technologies, the computational power 
budget of Video Surveillance applications can 
be substantially improved. Collaborative 
Cloud-Edge Computing, thus becomes a 
necessary tool for enhancing performance 
parameters of smart video surveillance 
applications. This enables the real-time 
analysis of the scene at the edge (without 
placing an undue burden on the cloud) in 
order to deliver situational awareness to the 
user. Furthermore, the applications of AIoT-
enabled edge computing in collaborative 
solutions can increase the speed, precision, 
and scale of smart video surveillance 
applications with minimum time to 
deployment. This paper explores the 
potential of Collaborative Cloud and Edge 
Computing as the foundation of a context-
aware AIoT-based video surveillance system 
and discusses the challenges, opportunities, 
and future outlook for this technology. 

 

3. Literature Study : 
The paper titled “Enhancing Performance 
Parameters for Smart Video Surveillance 
Application with AIoT via Collaborative Cloud 
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and Edge Computing” authored by Fawzi D. 
Zu’bi et al., presents a comprehensive review 
of the current research related to utilization 
of AIoT (Artificial Intelligence of Things) 
technologies for applications related to 
smart video surveillance. The authors 
analysed different approaches used to 
combine edge and cloud computing to 
improve the performance parameters of the 
video surveillance systems and identified 
various challenges that still require further 
research and solutions. The authors 
identified the problems related to legacy 
surveillance systems, such as low 
performance, lack of intelligent monitoring 
capabilities, and limited scalability of 
systems. To address these issues, they 
suggested a novel framework based on a 
combination of edge computing, cloud 
computing and AIoT technologies to provide 
superior performance and scalability to the 
video surveillance application. This hybrid 
framework provides support for generating 
on- demand intelligence, real-time decision 
making and distributed analytics. The 
authors conducted extensive surveys of the 
existing frameworks and mentioned various 
related implementations. For instance, the 
authors utilized an implementation of 
distributed computing framework in the 
form of the Fog-to-Cloud (F2C) concept. This 
framework splits the computing process 
across multiple computing systems, ranging 
from edge devices to cloud environment. 
The authors also discussed the use of AIoT 
solutions for the purpose of multi-object 
detection and tracking for video surveillance 
applications. They proposed several 
approaches using OpenCV, Clarifai, and 
YOLO, and evaluated the performance of 
these approaches utilizing the accuracy 
metrics. Overall, the authors provided a 
comprehensive review of the current 
research in utilizing AIoT technologies for 
video surveillance applications and proposed 
a novel hybrid framework for enhancing the 
performance parameters of the systems. 
They discussed the potential applications of 
the proposed solutions and identified several 
challenges for potential future research. The 
authors successfully demonstrated various 
examples of successful implementations of 

the proposed solutions and strategies. 
 

4. Proposed System: 
The proposed system for enhancing 
performance parameters for smart video 
surveillance application with AIoT via 
collaborative cloud and edge computing 
consists of the following elements: 

 
1. Cloud-based services: These services 
provide data storage, computing power, and 
machine learning algorithms that can be 
used to analyze video footage for identifying 
and tracking people and objects. 
2. Edge devices: These devices are deployed 
in the area of the video surveillance system 
and they are used to capture and transmit 
the video footage to the cloud. 
3. AIoT: This is a combination of artificial 
intelligence and the Internet of Things, which 
is used to identify, monitor, and control 
people or objects within the cameras' field of 
view. 4. Collaborative architecture: This is an 
architecture which will facilitate 
communication and cooperation between 
the edge devices, the cloud, and the AIoT. 
This will enable an adaptive system that can 
learn from the data gathered from each 
component. 
5. Security mechanisms: Security measures 
such as encryption and authentication 
protocols will ensure the safety of the data 
and video footage stored on the cloud. 
6. Video analytics services: These services 
are used to analyze the video footage from 
the security cameras. This will enable 
smarter video surveillance systems that can 
detect anomalies and track people or 
objects. 
7. Automation: Automation helps in 
speeding up processes and reduces the time 
taken to review and act on any potential 
security threats. These components of the 
system will work together to create a smart 
and efficient video surveillance system that 
can provide accurate and reliable security for 
any location. 

 

5. Related Work: 
There have been several studies that focus 
on enhancing a wide range of performance 

10824



NeuroQuantology | August 2022 | Volume 20 | Issue 8 |Page 10821-10829| doi: 10.48047/nq.2022.20.8.nq221110 
Ms. Trupti K. Wable et al/ Enhancing Performance Parameters for Smart Video Surveillance Application with AIoT via Collaborative Cloud and 
Edge Computing 
 

eISSN1303-5150                                                                                                                             www.neuroquantology.com                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                      

parameters for smart video surveillance 
applications with the help of AIoT and 
collaborative cloud and edge computing. 
One example is the work done by Huang et 
al. (2020) which uses an AIoT system to 
provide video surveillance on a smart city 
platform. In this system, the AIoT system 
uses collaborative cloud and edge computing 
to improve resource utilization efficiency 
and reduce data transmission latency. 
Another example is the work by He et al. 
(2020) which proposes a predictive video 
analytics platform using AIoT and cloud-edge 
computing. This platform is able to provide 

accurate prediction of surveillance events 
and enhance the performance of video 
surveillance. Finally, Lombard et al. (2019) 
has proposed a system synergy design of 
AIoT and cloud-edge computing to improve 
the performance of video surveillance 
applications. This system utilizes the 
advantages of multiple paradigms within the 
cloud and edge computing; e.g., deep 
learning, distributed computing, and cloud 
computing. With these advances, the 
performance of video surveillance systems 
can be improved. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 A typical AIoT pipeline 
 

6. The Sophon Edge Platform: 
The Sophon Edge Platform is a 
comprehensive platform for edge 
computing. This platform provides a suite of 
tools to help developers build custom 
applications for edge computing in a variety 
of different environments. The platform is 
designed for scalability and flexibility, and 
includes an open source library, a distributed 
runtime environment, and an integrated 
development environment (IDE). The Sophon 
Edge Platform is available for hosting both 
private and public applications in edge 
computing. The platform enables users to 
quickly build and run applications on the 
edge, reducing latency and providing more 
control over data. Sophon Edge supports 
both traditional and emerging edge 
computing technologies, and provides a wide 

range of features including data-dependent 
application deployment, application 
orchestration, and cloud-native services. 
Users can also deploy applications across 
multiple edge nodes in a distributed manner, 
allowing for better scalability and availability. 
The platform also provides support for 
customizing applications, with a variety of 
programming languages and interfaces 
available to developers. The Sophon Edge 
Platform is optimized for low latency and 
high performance, making it an ideal 
solution for edge computing needs across 
multiple industries. With its powerful, 
reliable, and secure platform, Sophon Edge 
helps developers build applications that can 
be seamlessly scaled and quickly deployed to 
meet the demands of tomorrow's edge 
computing applications. 
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Evolving AIoT 
The world of AIoT (Artificial Intelligence of 
Things) is evolving rapidly. AIoT combines 
artificial intelligence (AI) algorithms and data 
analytics technology with internet of things 
(IoT) networking. This technology has the 
potential to revolutionize almost every 
industry as it provides organizations with the 
ability to automate processes, improve 
efficiency, and reduce costs. AIoT has 
applications spanning from autonomous 
vehicles to medical devices, smart cities, 
automated industrial systems, and more. 
The convergence of AI and IoT is creating a 
rapidly expanding landscape of opportunities 
and challenges. Organizations must navigate 

complexities in data management, security, 
privacy, compliance, and other issues in 
order to successfully leverage AIoT 
technologies and maximize their potential. 
Companies must invest in tools such as 
machine learning and deep learning to solve 
complicated problems and optimize 
operations. Additionally, firms must explore 
options for data sharing and smart 
contractus to automate services and 
maximize the potential of the connected 
ecosystem. By investing in the right 
technologies and taking a proactive 
approach, organizations can 
maximize the potential of AIoT to unlock new 
potential and enable themselves to succeed in 
a digital era. 
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Figure 4 Platform architecture 

 
Advantages: 
1. Reduced Response Time: By using an AIoT-
based collaborative cloud and edge 
computing, the response time required for 
video surveillance from a server to the user 
can be greatly reduced. This will enable the 
user to react to an event much faster. 
2. Enhanced Accuracy: By allowing the AIoT-
based collaborative cloud and edge 
computing to process images and videos, the 
accuracy of the surveillance can be greatly 
improved. With AIoT, the data can be 

analyzed in real-time and more quickly, 
enabling more accurate detection rates. 
3. Reduced Infrastructure Costs: When an 
AIoT-based cloud and edge approach is used, 
there is no need for additional hardware or 
on-premise infrastructure. This can help to 
reduce costs significantly as resources can be 
shared across the cloud and edge 
components. 
Increased Scalability: AIoT-based collaborative 
cloud and edge computing can help to 
increase the scalability of a video surveillance 
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system. By allowing resources to be shared 
across both the cloud and edge components, 
more data can be processed at any given 
time, leading to increased scalability. 
4. Improved Security: With AIoT-based 
collaborative cloud and edge computing, the 
security of a video surveillance system. 

 

7. Discussion: 
The concept of smart video surveillance 
applications with AIoT via collaborative cloud 
and edge computing promises to 
revolutionize the way video surveillance 
systems are currently designed and utilized. 
AIoT combines Artificial Intelligence (AI) and 
Internet of Things (IoT) to create systems 
that can make intelligent decisions based on 
real-time data gathered from connected 
devices. With the help of edge computing, 
AIoT can quickly process data and identify 
objects, enabling real-time analysis and 
decision making. This, in turn, can produce 
better performance compared to traditional 
video surveillance systems. However, in 
order to maximize the efficiency of a smart 
video surveillance application with AIoT, a 
number of factors must be taken into 
consideration. Firstly, the availability of 
hardware resources must be ensured. This 
includes both digital and physical 
components, such as routers, cameras, and 
edge devices. Secondly, there needs to be an 
efficient networking infrastructure to ensure 
that data can be shared and processed in 
real-time. Thirdly, the system must be able 
to learn from data and adapt in order to 
perform better, so it is important that there 
is an effective and efficient machine learning 
algorithm in place. Finally, the system must 
be secure, as any breaches in security can 
lead to serious consequences. 

 

8. Conclusion: 
In conclusion, AIoT along with collaborative 
cloud and edge computing can improve the 
performance parameters of a smart video 
surveillance application. This technology is 
cost-effective, provides improved 
performance, provides real-time data, better 
sensor integration and improved scalability. 
Moreover, the collaboration of the cloud, AI 

and edge computing helps in the seamless 
transfer of data to make the whole system 
“smart”, and thereby can be used for various 
applications like video surveillance. 
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Abstíact: Agriculture is done in every country from ages. Agriculture is the science and art ofcultivating plants. 

Agriculture was the key development in the rise of sedentary human civilization. Agriculture is done manually 

from ages. As the world is trending into new technologies and implementations it is a necessary goal to trend up 

with agriculture also. IOT plays a very important role in smart agriculture. IOT sensors are capable of providing 

information about agriculture fields. we have proposed an IOT and smart agriculture system using automation. 

This IOT based Agriculture monitoring system makes use of wireless sensor networks that collects data from 

different sensors deployed at various nodes and sends it through the wireless protocol. This smart agriculture using 

IOT system is powered by Arduino, it consists of Temperature sensor, Moisture sensor, water level sensor, DC 

motor and GPRS module. When the IOT based agriculture monitoring system starts it checks the water level, 

humidity and moisture level. It sends SMS alert on the phone about the levels. Sensors sense the level of water if it 

goes down, it automatically starts the water pump. If the temperature goes above the level, fan starts. This all is 

displayed on the LCD display module. This all is also seen in IOT where it shows information of Humidity, 

Moisture and water level with date and time, based on per minute. Temperature can be set on a particular level, it 

is based on the type crops cultivated. If we want to close the water forcefully on IOT there is button given from 

where water pump can be forcefully stopped. 

INTERMS: 

 
I. INRODUCION 

 
Farms Automation and Monitoring System is a System designed for monitoring the farm 24/7 as well as reporting the 
situations at the farm when needed. If any serious danger takes place at the Farm module will notify the owner about the 
current situation using GSM Module. It's an automated monitoring and security system that we can rely on. It uses sensors 

and conditional code to analyze and responds to any particular situation. The main criteria while designing were keeping 

modules at a reasonable cost and providing value. Agriculture is done in every country from ages. Agriculture is the science 

and art of cultivating plants. Agriculture was the key development in the rise of sedentary human civilization. 
 

Agriculture is done manually from ages. As the world is trending into new technologies and implementations it is a 

necessary goal to trend up with agriculture also. IOT plays a very important role in smart agriculture. IOT sensors are 
capable of providing information about agriculture fields. we have proposed an IOT and smart agriculture system using 

automation. This IOT based Agriculture monitoring system makes use of wireless sensor networks that collects data from 
different sensors deployed at various nodes and sends it through the wireless protocol. This smart agriculture using IOT 
system is powered by Arduino, it consists of Temperature sensor, Moisture sensor, water level sensor, DC motor and GPRS 

module. When the IOT based agriculture monitoring system starts it checks the water level, humidity and moisture level. It 
sends SMS alert on the phone about the levels. Sensors sense the level of water if it goes down, it automatically starts the 

water pump. If the temperature goes above the level, fan starts. This all is displayed on the LCD display module. This all is 
also seen in IOT where it shows information of Humidity, Moisture and water level with date and time, based on per minute. 

Temperature can be set on a particular level, it is based on the type crops cultivated. If we want to close the water forcefully 
on IOT there is button given from where water pump can be forcefully stopped. 

. 
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II. LIľERAľURE REVIEW 

 
Zuraida Muhammad, Muhammad Azri Asyraf Mohd Hafez, Nor Adni MatLeh, Zakiah Mohd Yusoff , 

Shabinar Abd Hamid [1] The term "Internet of Things" refers to the connection of objects, equipment, vehicles, 

and other electronic devices to a network for the purpose of data exchange (IoT). The Internet of Things (IoT) is 

increasingly being utilised to connect objects and collect data. As a result, the Internet of Things' use in agriculture is 

crucial. The idea behind the project is to create a smart agriculture system that is connected to the internet of 

things. The technology is combined with an irrigation system to deal with Malaysia's variable weather. This 

system's microcontroller is a Raspberry Pi 4 Model B. The temperature and humidity in the surrounding region, 

as well as the moisture level of the soil, are monitored using the DHT22 and soil moisture sensor. The data will 

be available on both a smartphone and a computer. As a result, Internet of Things (IoT) and Raspberry Pi-based 

Smart Agriculture Systems have a significant impact on how farmers work. It will have a good impact on 

agricultural productivity as well. In Malaysia, employing IoT-based irrigation systems saves roughly 24.44 

percent per year when compared to traditional irrigation systems. This would save money on labour expenditures 

while also preventing water waste in daily needs. 

Divya J., Divya M.,Janani V. [2] Agriculture is essential to India's economy and people's survival. The purpose of 

this project is to create an embedded-based soil monitoring and irrigation system that will reduce manual field 

monitoring and provide information via a mobile app. The method is intended to help farmers increase their 

agricultural output. A pH sensor, a temperature sensor, and a humidity sensor are among the tools used to examine 

the soil. Based on the findings, farmers may plant the best crop for the land. The sensor data is sent to the field 

manager through Wi-Fi, and the crop advice is created with the help of the mobile app. When the soil temperature is 

high, an automatic watering system is used. The crop image is gathered and forwarded to the field manager for 

pesticide advice. 

H.G.C.R. Laksiri, H.A.C. Dharmagunawardhana, J.V. Wijayakulasooriya [3] Development of an effective 

loT-based smart irrigation system is also a crucial demand for farmers in the field of agriculture. This research 

develops a low-cost, weather-based smart watering system. To begin, an effective drip irrigation system must be 

devised that can automatically regulate water flow to plants based on soil moisture levels. Then, to make this 

water-saving irrigation system even more efficient, an IoT-based communication feature is added, allowing a 

remote user to monitor soil moisture conditions and manually adjust water flow. The system also includes 

temperature, humidity, and rain drop sensors, which have been updated to allow remote monitoring of these 

parameters through the internet. In real time, these field weather variables are stored in a remote database. Finally, 

based on the present weather conditions, a weather prediction algorithm is employed to manage water 

distribution. Farmers would be able to irrigate their crops more efficiently with the proposed smart irrigation 

system. 
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BLOCK DIAGRAM 
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3.1.1 IR Sesnor 
 

 

IR technology is used in daily life and also in industries for different purposes. For example, TVs use an IR sensor 

to understand the signals which are transmitted from a remote control. The main benefits of IR sensors are low 

power usage, their simple design & their convenient features. IR signals are not noticeable by the human eye. The 

IR radiation in the electromagnetic spectrum can be found in the regions of the visible & microwave. Usually, the 

wavelengths of these waves range from 0.7 µm 5 to 1000µm. The IR spectrum can be divided into three regions 

like near-infrared, mid, and far-infrared. The near IR region’s wavelength ranges from 0.75 – 3µm, the mid-

infrared region’s wavelength ranges from 3 to 6µm & the far IR region’s infrared radiation’s wavelength is higher 

than 6µm. 

3.1.2 PIR Sensor: 

The passive infrared sensor does not radiate energy to space. It receives the infrared radiation from the human 

body to make an alarm. Any object with temperature is constantly radiating infrared rays to the outside world. 

The surface temperature of the human body is between 36° C - 27 ° C and most of its radiant energy 

concentrated in the wavelength range of 8 um-12 um. 

PIR sensors allow you to sense motion, almost always used to detect whether a human has moved in or out of the sensors 

range. They are small, inexpensive, low-power, easy to use and don't wear out. For that reason they are commonly found in 
appliances and gadgets used in homes or businesses. They are often referred to as PIR, "Passive Infrared", "Pyroelectric", or 

"IR motion" sensors. 

3.1.3 Soil Moisture Sensor: 
 

The moisture of the soil plays an essential role in the irrigation field as well as in gardens for plants. As 

nutrients in the soil provide the food to the plants for their growth. Supplying water to the plants is also essential 

to change the temperature of the plants. The temperature of the plant can be changed with water using the 

method like transpiration. And plant root systems are also developed better when rising within moist soil. 

Extreme soil moisture levels can guide to anaerobic situations that can encourage the plant’s growth as well as 

soil pathogens. This article discusses an overview of the soil moisture sensor, working and it’s applications. 
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3.1.4 Radar Module: 

 

Currently, the applications of radar remote sensing in agriculture mainly include crop classification and identification, 

farmland parameters (water content and surface roughness) inversion, crop growth parameters (biomass, Leaf Area Index 

(LAI), and height) inversion, phenological stage retrieval, crop. 

 

 
The working principle of a radar sensor is to compute the speed of an object along with its direction by detecting 

the change in frequency wave which is known as Doppler Effect.A radar sensor includes an antenna that emits a 

high-frequency (62 GHz) transmitted signal. This transmitted signal also includes a modulated signal with a 

lower frequency (10 MHz). This sensor gets the signal once it is returned back from an object. So this sensor 

evaluates the phase shift between the two frequencies. 

Here, the difference in transmitting time & receiving time will determine the distance between the sensor & an 

object. 

 

3.1.5.Water pump: 
 

 

Water pumps are used to provide high irrigation efficiency by supplying proper amount of water to every area of 

the field to gain speed in cultivation. Low maintenance is required as it they come with less moving parts which 

eases the work. 

The working principle of a water pump mainly depends upon the positive displacement principle as well as kinetic 

energy to push the water. These pumps use AC power otherwise DC power for energizing the motor of the water 

pump whereas others can be energized other kinds of drivers like gasoline engines otherwise diesel. 
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3.1.5. GSM: 
 
 

 
 

An efficient, cost-effective Global System for Mobile Communication (GSM) Controlled 

Irrigation System (GSMCIS) which will monitor and control the water flow of the drip 

irrigation through communication with an authorized mobile phone operator via text messages 

is proposed. 

 

GSM, together with other technologies, is part of the evolution of wireless mobile telecommunications that includes 

High-Speed Circuit-Switched Data (HSCSD), 

General Packet Radio Service (GPRS), Enhanced Data GSM Environment (EDGE) and Universal 

Mobile Telecommunications Service (UMTS). 

 

 
 

3.1.6. Microcontroller: 

 
Microcontroller is a compressed microcomputer manufactured to control the functions of embedded 

systems in office machines, robots, home appliances, motor vehicles, and several other gadgets. A 

microcontroller comprises components like - memory, peripherals and most importantly a processor. 
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1.7. Servo: 

Servo motors or “servos”, as they are known, are electronic devices and rotary or linear 

actuators that rotate and push parts of a machine with precision. Servos are mainly used on 

angular or linear position and for specific velocity, and acceleration. 

 
3.1.9.Jumper wires: 

 

A jumper wire is an electric wire that connects remote electric circuits used for printed circuit 

boards. By attaching a jumper wire on the circuit, it can be short-circuited and shortcut (jump) to 

the electric circuit. 

CONCLUSION 

Conclude the proposed work provides the information on various soil parameters that includes soil temperature, 

soil moisture and atmospheric temperature to predict irrigation suitability. This system helps to analyze the soil 

parameters thereby ensuring a better system of irrigation for agriculture. The data collected from the sensors are 

made to learn using machine learning techniques to ensure a fully automated sys- tem. Implementing an IoT 

based smart agriculture system helps in obtaining quality crops and it also reduces the human involvement in 

agricultural activities. 
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Abstract : This paper introduces a new solar technology that emulates how trees convert sunlight into energy. An Artificial 

Oxygen Tree which having an ability to perform electrolysis of the water and obtain the Hydrogen (for fuel) and Oxygen (to be 

emitted in the air) along with generating electricity from solar energy with the help of PV (Photo-voltaic) panels which are 

placed like tree. The PV on the top of the tree will collect energy from the sun and convert it into electricity . A PV cell is made 

of a semiconductor material, usually crystalline silicon, which absorbs sunlight. The electricity is stored in a battery and is used 

to light the  street lights. The battery is a electrical power source which is connected to the 2 electrodes which are placed in the 

water, and a current is passed resulting in to appearance of Hydrogen at the cathode and Oxygen at the anode. The Hydrogen 

will be stored in a container and can be used as a fuel and oxygen to be let out in the air for breathing and can also be used for 

medical purposes. 

 

 

Index Terms – Solar Panel; Oxygen Generator; AVR Microcontroller etc. 

I. INTRODUCTION 

 

There can be no denying in the fact that solar energy is an effective source of power, one that is going to serve us for long. Despite 

the need to harness this energy, very little research has been conducted to make photovoltaic cells cost effective and thereby available 

for utilization by masses for their various devices. This project can generate and releasing pure oxygen in the atmosphere using 

renewable resources. In addition to it, hydrogen gas is produced which is stored and has  potential to be used as fuel later. We believe 

that such a design will not only aid in supplying pure oxygen to urban environment but also meet lighting demands of developing 

and developed cities. The waste water from the complexes when filtered and electrolyzed would not only help in generating oxygen 

and hydrogen but also reduce the sea pollution to a great extent. The reduction in oxygen levels is being felt all over the world. 

Planting trees in urban areas is almost impossible with so many skyscrapers and industries already being there. The artificial solar 

oxygen tree would compensate for this loss to some extent at least. Tracker systems follow the sun throughout the day to maximize 

energy output. The Solar Tracker is a proven single-axis tracking technology that has been custom designed to integrate with solar 

modules and reduce system costs. The Solar Tracker generates up to 25% more energy than fixed mounting systems and provides 

a bankable energy production profile preferred by utilities.  

 

                                                Fig.1 Proposed Solar Tree Design 
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 II. LITERATURE REVIEW 

Many research laboratories around the world are working towards the same objective to implement innovative and environment 

friendly industrial design solutions. K. S. Lackner’s work includes the demonstrating and improving passive methods to remove 

carbon dioxide from the atmosphere in the context of addressing climate change. 
 1] Artificial Solar Oxygen Tree(2454-132X):- This paper presents Solar Tree implementation as an alternative source of energy 

in urban cities.A new idea of a solar tree design use in the nano wire solar cell is presented. 

 

   2] Oxygen, Hydrogen & Light Generation using Solar Tree(2347-6982):- This paper present that many scientists and 

reasearcher are still working on the same topic and coming up with ideas like artificial leaves that could convert carbondioxide into 

oxygen. 

 

   3] Artificial Solar Oxygen Tree(2456-2165):- This project mainly aims at developing such a system called “Artificial Solar 
Oxygen Tree” .It uses an electrolysis kit to generate oxygen artificially by decomposition of water into Hydrogen and Oxygen. 

 

   4] Solar Tree for Utile Application(2278-0181):- This paper introduces a new solar technology that emulates how solar tree 

convert sunlight into energy.A Solar Tree which aims at serving the humanity toward the planet, having ability to convert water into 
Hydrogen & Oxygen. 

 

   5] Artificial Solar Oxygen Tree(2349-5162):- The multiple solar panels generates up to 25% more energy than fixed single 

mounted system and provide a bancable energy production preferred by utilities. 

 

   6] Synthetic Solar Hydrogen & Oxygen Production Structure(2582-7421):- The solar panels convert radiation into 

electricity,which is employed for decomposition of water into Oxygen & Hydrogen called electrolysis. In which hydrogen ion migrate 

at cathode and oxygen ion migrate at anode. 

 

 

    III. PROBLEM STATEMENT 

 

o Lack of Land: Flat or roof top mountings of PV systems require large area or land. Scarcity of land is greatest 

problem in cities and even in villages in India. Planting trees in urban areas is almost impossible with so many 

skyscrapers and industries already being there. The artificial solar oxygen tree would compensate for this loss. 

o Cutting of trees: Trees are very important part of life on earth as they provide oxygen by consuming carbon 

dioxide,which is essential for survival of almost all living organisms on Earth. However, currently, humans are 

cutting down billions of trees for paper, furniture, building supplies, and other purposes. The number of trees is 

decreasing while the population of humans is growing rapidly. Thus, the oxygen levels are falling while the 

concentration of carbon dioxide in air is increasing. 

o Air Pollution: Air pollution is a major issue for almost all countries across the world. Air pollutants can lead to 

respiratory illness in humans and animals, create acid rains and deplete the ozone layer. 

o Sea pollution: All the waste water from the buildings is gushed out into the sea thereby ruining the sea life and 

collection of unnecessary waste in the sea. This would prove harmful to all of us. The waste water from the 

complexes when filtered and electrolyzed would not only help in generating oxygen and hydrogen but also reduce 

the sea pollution to a great extent. 

 

   IV. METHODOLOGY 

 

The main impulsion is to design a high quality solar tracker. It consists of three main constituents which are the inputs, controller 

and the output. Photo resistor or Light- dependent resistor (LDR) or photocell is a light-controlled variable resistor. LDRs or Light 

Dependent Resistors are very useful especially in light/dark sensor circuits. Normally the resistance of an LDR is very high, 

sometimes as high as 1000000 ohms, but when they are illuminated with light resistance drops dramatically. LDR‟s have low cost 

and simple structure. The Servo motor can turn either clockwise or anticlockwise direction depending upon the sequence of the logic 

signals. The sequence of the logic signals depends on the difference of light intensity of the LDR sensors. The principle of the solar 

tracking system is done by Light Dependant Resistor (LDR). Two LDR‟s are connected to Arduino analog pin AO to A1 that acts as 

the input for the system. The builtin Analog-to-Digital Converter will convert the analog value of LDR and convert it into digital. The 

inputs are from analog value of LDR, Arduino as the controller and the Servo motor will be the output. LDR1 and LDR2 are taken as 

pair. If one of the LDR gets more light intensity than the other, a difference will occur on node voltages sent to the respective Arduino 

channel to take necessary action. The Servo motor will move the solar panel to the position of the high intensity LDR  that was in the 

programming. 
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Fig.2  Proposed Block Diagram 

 

 

An LDR was used to control the activity of LED lights. LDR gave us the value of intensity of light (lux). When the reading of the 

measured value fell below the set point value, the LED lights glowed. However, when the reading of measured value exceeded the set 

point value, the lights stayed off. The set point value was kept as 100lux. The set point value was fixed or adjusted by programming 
the AVR microcontroller. A magnetized relay was used for on-off purpose of LED lights. 

The 16*2 LCD screen was connected to the AVR microcontroller. A 16*2 LCD screen has 2 rows with capacity of 16 characters 

each. We used this LCD screen to display battery voltage (volts), temperature (thermistor reading), light intensity (lux) and timer 

(seconds). The AVR microcontroller was programmed in such a way that it displayed these parameters simultaneously for five 

seconds. As the timer counted five seconds, the first advertisement was displayed for a period of five seconds. Now, after ten seconds 

from the start, the second advertisement was displayed. After fifteen seconds, the  third advertisement. And after 20 seconds, the cycle 

repeated. 

 

A. AVR Microcontroller 

 

AVR Microcontroller is heart of the project. Embedded C language is used to do the programming. The AVR is a modified 

Harvard architecture 8-bit RISC single chip microcontroller which was developed by Atmel in 1996. The AVR was one of the first 

microcontroller families to use on-chip flash memory for program storage, as opposed to one-time programmable ROM, EPROM, 

or EEPROM used by other microcontrollers at the time.  

 

Fig.3 AVR Microcontroller 

 

 
B. LCD Display 

 
A liquid crystal display (commonly abbreviated LCD) is a thin, flat display device made up of any number of color or monochrome 

pixels arrayed in front of a light source or reflector. It is often utilized in battery-powered electronic devices because it uses very 
small amounts of electric power. In this project LCD Display is used for monitoring purpose 
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Fig.4  LCD Display 

 

 

C. GPS Receiver 

 

Amid electrolysis, it was noticed that the creation of hydrogen gas was more than that of oxygen. This was affirmed by condit ion 

2 (decay of water). Keep in mind that the utilization of sulphuric corrosive is fundamental for electrolysis. The unadulterated 

water disintegrates in all respects gradually or does not break down by any means.  

                                    

                                                           2 H2O (l) → 2 H2 (g) + O2 (g)……………... (1)  

 

D. Relay 

 

Relay is one kind of electro-mechanical component that functions as a switch. The relay coil is energized by DC so that contact 

switches can be opened or closed. A single channel 5V relay module generally includes a coil, and two contacts like normally open 

(NO) and normally closed (NC). A 5v relay is an automatic switch that is commonly used in an automatic control circuit and to 
control a high-current using a low-current signal. The input voltage of the relay signal ranges from 0 to 5V. 

 

 
Fig.4  Relay 

 

E. Battery 

 

Battery is a gadget comprising of at least two electrochemical cells that convert compound vitality into electrical vitality. We 

utilized battery-powered lead corrosive batteries with ostensible voltage of 12V each and charge limit of 1.2Ampere-hours.  

 

 

F. Electrodes 

 

Electrolysis of water is deterioration of water into oxygen and hydrogen gas because of an electric ebb and flow being gone 

through water. This procedure was utilized to get hydrogen fuel and breathable oxygen. We used a container with two Copper 

Electrodes for our model.  

 

 

G. LED light 

 

The LED lights functioned properly and lit up automatically as soon as the light intensity reading dropped below 100lux. The 

lights turned off immediately as the light intensity exceeded 100lux. LED lights in ON state. 
 

 

 

 

 

 

VII. CONCLUSION 

 

Our designed and implemented “artificial tree" produces oxygen, but without the need for planting, soiling or watering. Such a 

design is can be implemented usefully in urban area, where there are insufficient area and the concentration of carbon dioxide gas 

in air is alarmingly high while levels of oxygen gas are low. In addition, our model also fulfils street lighting requirements of 

cities. As discussed the electricity which is stored in the battery and used to light up LEDs and carry out electrolysis. The model is 

environment-friendly, saves money, is cheap to use and can be installed anywhere. Although the initial installation will require 

planning and resources, we believe the long-term benefits would be totally worth it. 
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Abstract: In any water system, when there is an increased quantity of water, it causes flooding, like a river or lake overflowing. 

Flooding is a natural disaster occurs in many countries. Many occasions are responsible for flooding such as heavy rainfall or dam 

fractures. In case of flooding or dam fractures, it rapidly releases a huge quantity of water and floods the river banks and surrounding 

areas. It causes loss of life and property also. Flood monitoring and alerting systems are helpful for monitoring and to reduce the 

losses faced by the society. This paper gives an overall survey on the various flood monitoring and alerting systems in the different 

flood prone areas around the world. 

 

Index Terms – GSM, ESP32 Microcontroller, Wi-Fi, etc. 

I. INTRODUCTION 

 

Authors here discuss about the Flooding is usually brought on by an increased quantity of water in a water system, like 

a lake, river overflowing. On occasion a dam fractures, abruptly releasing a massive quantity of water. The outcome is 

that a number of the water travels into soil, and 'flooding’ the region. Rivers are involving river banks, in a station. A 

side from lack of products and house and office property, streets infrastructure flood water consists of bacteria and 

sewage flow of waste sites and chemical spillage which leads to a variety of diseases afterwards. Food prediction need 

information like: The speed of change in river stage on a real time basis, which may help indicate the seriousness and 

immediacy of this threat. Understanding of the form of storm generating the moisture, such as length, intensity and 

areal extent, which is valuable for discovering potential seriousness of the flood. In this system we make use of a ESP32 

with water sensors, rain sensors to predict flood and alert respective authorities and sound instant alarm in nearby 

villages to instantly transmit information about possible floods using IOT. The water sensors are used to measure water 

level of 3 different locations. Also 3 different rain sensors are used to measure rain level of those 3 areas. These sensors 

provide information over the IOT using ESP 32. On detection of conditions of flooding the system predicts the amount 

of time it would take to flood in a particular area and alerts the villages/areas that could be affected by it. The system 

also calculates the time it would take for flood to reach them and provides a time to people so that they can evacuate 

accordingly. Usually, the flooding cannot be abandoned but the early detections can be made i.e., early alerting system 

with help of continuous monitoring can be used to reduce the losses faced by the society. 
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2.  LITERATURE REVIEW  

 

P. Manikandan1, V. Aravind 2, G. Gowtham Sankar 3, P. Karthik “Integrated Automatic Flood Warning and Alert 

System using” This paper provides a review on the research works that utilize IoT for flood data management. The 

paper then proposed an IoT architecture for flood data management that can serve as the basis for the implementation 

of IoT infrastructure that collect, transmit and manage flood related data. The Flood warning system will also have a 

prediction happening in the catchment So Rain River, dam rain gauge will be used to track the volume of the rainfall at 

the catchment and the output of this rain. [1] 

 

Sukanth Behera, Saradiya Kishore Parida “IoT-based Flood Monitoring and Alerting System using Arduino Uno” This 

article implements an intelligent IoT-based flood monitoring and alerting system using Arduino Uno model, where 

water sensors and rain sensors are utilized to alert the authorities regarding the heaviness of rain and monitoring of 

water level in a lake or river. This system alerts the people in nearby villages since it utilizes IoT system for notifying 

the village people. This flood monitoring system has been designed to help local authority to provide more systematic 

solution. The overall system can be illustrated. The water level variation is measured by a sensor that is placed in the 

selected area such as riverbank or low-lying areas. [2] 

 

K Subramanya Chari et al IoT-based Flood Monitoring and Alerting System using Raspberry Pi. This article implements 

an intelligent IoT-based flood monitoring and alerting system using Raspberry Pi model, where water sensors and rain 

sensors are utilized to alert the authorities regarding the heaviness of rain and monitoring of water level in a lake or 

river. This system alerts the people in nearby villages since it utilizes IoT system for notifying the village people. Our 

proposed methodology includes Raspberry pi with water and rain sensors to reckon flood symptoms and alert official 

authorities with notification. Further, it provides an alarm to nearby villages, which alerts them to vacate from there 

since there will be a chance of flood occurrence. In this project, measurement of water level is done by utilizing water 

sensors. In addition, rain sensors also employed to assess the level of rain in particular area. Later, these sensors send 

the Information regarding water and rain measurements to raspberry pi over IoT.[3] 

  

 3. OBJECTIVE 

 
The main objective of this project is to develop and design a flood detection system that will detect flood automatically 

and send data to the Local Government Unit and to residents using an Arduino. Specific Objectives 

 To design a circuit and create a programming code using the microcontroller. 

 To apply the Serial Communication in transmitting the data from one place to another place. 

 To detect the current level of the flood where the system sensor will be divided into four levels. 

 To warn residents of Barangay Marulas, Valenzuela City about the flood water level. 

 

 

  4. PROBLEM STATEMENT 

In the latest horrific incident in Assam and west Bengal, we have seen natural disaster has occurred and harmed many 

lives, which was unpredictable. 
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    5. PROBLEM SOLUTION  

This is a system that is provided for flood monitoring and alerting so that disaster can predicted in early time and we can 

reach. Secure location and alert people, which can reduce all types of losses that caused due to flood. 

 

6. IMPLEMENTATION 

 

 

 

 
 

Fig.1 Proposed Block Diagram 

 

 

Our proposed methodology includes ESP32 with water and rain sensors to reckon flood symptoms and alert official 

authorities with notification. In this project, measurement of water level is done by utilizing water sensors. In addition, 

rain sensors also employed to assess the level of rain in particular area. Later, these sensors send the information 

regarding water and rain measurements to ESP32 over IoT. The seriousness of rain will detect from this sensor it 

measures the rain quantity and also alerting done by this sensor which predict the seriousness of flood via rain level 

sensor display on LCD 16x2. 
 

A. ESP32 Microcontroller 

 

ESP32 Development board is based on the ESP WROOM32 WIFI + BLE Module. This is the latest generation of ESP32 

IoT development module. This development board breaks out all ESP32 modules pins into 0.1" header and also provides 

a 3.3 Volt power regulator, Reset and programming button and an onboard CP2102 USB to TTL converter for 

programming directly via USB port.  

 

 

Fig.  ESP32 Microcontroller 

ESP32
WATER SENSOR 3

WATER SENSOR 2

WATER SENSOR 1

WI-FI

LCD 16X2

RAIN SENSOR 1

WEB APPLICATION

ANDROID

APP

RAIN SENSOR 2

RAIN SENSOR 3
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            B. LCD 16x2 (Liquid Crystal Display) 

Alphanumeric displays commonly called as LCD Displays are pretty easy to use. Use them for numbers, use them for 

letters, or both. They are a good size and brightness for easy reading. The decimal digits aren't connected, so keep that 

in mind when ordering. 

 

Fig. LCD Display 

 

         C. I2C Module  

 

This board has a PCF8574 I2C chip that converts I2C serial data to parallel data for the LCD display. There are many 

examples on internet for using this board with Arduino. Do a search for "Arduino LCD PCF8574". The I2C address is 

0x3F by default, but this can be changed via 3 solder jumpers provided on the board. This allows up to 3 LCD displays 

to be controlled via a single I2C bus (giving each one its own address). 

 

Fig. I2C Module 

 

     

 D. Water level Sensor 

 

This.  is sensor utilized to detect the level of water, rainfall sensing and even the liquate leakage. This water level sensor 

module has a series of parallel exposed traces to measure droplets/water volume in order to determine the water level. 

Very Easy to monitor water level as the output to analog signal is directly proportional to the water level. 

 

Fig. water Level Sensor 

 

        E. Rain Sensor 

 

It can be used as a switch when raindrop falls through the raining board and also for measuring rainfall intensity. The 

module features, a rain board and the control board that is separate for more convenience, power indicator LED and an 

adjustable sensitivity though a potentiometer. 

http://www.ijrar.org/


© 2022 IJRAR November 2022, Volume 9, Issue 4              www.ijrar.org (E-ISSN 2348-1269, P- ISSN 2349-5138) 

IJRAR22D1976 International Journal of Research and Analytical Reviews (IJRAR) www.ijrar.org 465 
 

The analog output is used in detection of drops in the amount of rainfall. Connected to 5V power supply, the LED will 

turn on when induction board has no rain drop, and DO output is high.  

 

Fig. Rain Sensor 

 

7. CONCLUSION 

 

The study is all about detecting the level of the flood. Based from the existing way of reporting flooded roads in India 

have concluded that the Flood Detector System using Arduino can measure the height of the flood; and measurement 

data can be distributed to officer in charge and to the residents. The system also indicate passable and impassable road 

that will help commuters to avoid getting stuck in an impassable road. The system also provides camera to easily monitor 

the flood 
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-------------------------------------------------------------------*****************------------------------------------------------------------------- 

ABSTRACT 

 

The proposed system is designed to detect the facemask, temperature and dispense of sanitizer, when 

someone is at door or gate.  Due to COVID -19 it is necessary to wear face mask and when someone enters 

at door or gate care must be taken that he/she has mask on his face and his/her temperature is normal 

also before entering his/her hand must be sanitized.  The face mask detection code done using AI Camera 

and automatic temperature detection and sanitization system is designed. 

 

Keywords: COVID-19, Face Mask Detection, Temperature, Sanitizer.  

 

I. INTRODUCTION 

 

Due to the worldwide disaster of COVID-19, the wearing of face masks is becoming more common. Face masks 

helps to inhibit COVID-19 transmission. COVID-19 has been declared a global epidemic by the World Health 

Organization (WHO) in 2020 due to its rapid spread.  Before entering the home / shops / malls/ classroom etc as 

per the COVID-19 protocol, he/she have a face mask and his / her hand must be sanitized. It is necessary to have 

a automated system to which will detect the face mask.  

 

 "Prevention is better than cure" is one of the effective measures to prevent the spreading of COVID-19 and to 

protect mankind is. Many researchers and doctors are working on medication and vaccination for corona. It is 

essential to wear a face mask while going out from home especially to public places such as markets or 

hospitals, to avoid getting infected or spreading it. 

 

One of our project goals is to create an infrared thermometer, which is a device that measures the emitted energy 

from an object's surface. Infrared thermometers are one of the most popular types of thermometers as they help 

you read temperatures without the risk of transmitting germs. They use infrared rays to read the temperature of a 

person or an object from a certain distance and display the number in just a few seconds. For a broad range of 

uses, infrared thermometers are used in medical, manufacturing, and home environments. The infrared 

thermometers have three essential stages. A sensing stage that converts IR radiation to an electrical signal, a 

signal conditioning stage that filters, amplifies analog signal, and finally converts the analog signal to a digital 

signal.  

 

 The face mask of the person is detected with the help of ESP32 CAM WiFi Module Bluetooth with OV2640 

Camera Module. It has 2MP For Face Reorganization which is  very competitive small-size camera module that 

can operate independently as a minimum system with a footprint of only 40 x 27 mm; a deep sleep current of up 

to 6mA and is widely used in various IoT applications. 
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II. FLOWCHART 

 

Fig. Flow Chart 

III) THE PROPOSED SYSTEM  

A) Image Capture 

B) Pre-processing Stage 

C) Face Detection Stage 

D) Feature-Extraction Stage 

E) Mask Detection 

F) Temperature Detection 

G) Hand Sanitization 
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A) Input Image  

 Real-time input images are Captured IN this proposed system. Face of person in input images must be fully or partially 

covered and they have masks on it. The system requires a sufficient number of pixels and an sufficient amount of brightness 

for processing. Based on experimental data, it is supposed to system will perform well indoors as well as outdoors at public 

places.  

 

B) Pre-processing Stage 

Input image dataset is to be loaded as Python data structures for pre-processing to reduce the noise disturbances, enhance 

some relevant features. For further analysis of the trained model Input image needs to be pre-processed before face 

detection and matching techniques are applied. The pre-processing consists of noise removal, eye and mask detection. 

Noise removal help to eliminate false detection of face. After the pre-processing, the face image is cropped and relocated. 

Histogram Normalization is performed to improve the quality of the pre- processed image. 

 

C) Face Detection Stage 

Face detection is performed using gray scale images. This system consists of the value of all black pixels in grayscale 

images was accumulated. They then deducted from the total number of white boxes. Finally, the outcome is compared to 

the given threshold, and if the criterion is met, the function considers it a hit.  

 

D) Feature-Extraction Stage 

 Feature Extraction stage improves the  model accuracy by extracting features from pre-processed face images and 

translating them to a lower dimension without reducing image characteristics. This stage allows for the classification of 

human faces. 

 

E) Mask Detection 

After performing the various stages on the images mask detection is performed if the mask detection is performed. If mask 

is detected then the system measures the temperature of the person, and if the face mask is not detected then system gives 

warning that face mask is not detected. 

  

F) Temperature Detection 

Temperature of the person is detected using IR temperature sensor, if the temperature of the person is normal then message 

is displayed the “Face mask is detected and temperature is normal”.  If the face mask is detected but the temperature is not 

normal then also system gives the message that the “Face mask is detected but the temperature is not normal” 

 

G) Hand Sanitization:  

Hand is sanitization is the last process if the person is having face mask and if the temperature is normal then the system 

gives message for hand sanitization.  

 

RESULT 

 

The proposed system works well effectively for grayscale image with masks on it or without masks on it. The proposed 

algorithm works effectively for different types of images. The proposed algorithm performs automatic face detection and 

recognition which overcome the noise variations and background variations caused by the surrounding and provide accurate 

and precise results for face mask detection. The accuracy of the face detection is 89% and the mask detection is 72%. The 

system efficiency will be increased by increasing the dataset.  From the experiments it is clear that the proposed algorithm 

achieves a high accuracy when compared to other algorithms. The temperature detection and hand sanitization is also 

performed.  

CONCLUSION 

Proposed system can detect and recognize faces of the human at public places and detects the face mask. The recognition 

time is less and system is robust, which can reduce the miss rate and error rate.  The system monitors the temperature 

dispenses sanitization liquid and also gives warning alarm when face mask is not detected or temperature of person is not 

normal. The proposed method will works very well at public places. 

REFERENCES 

 

[1] T. F. Cootes, G. J. Edwards, and C. J. Taylor, "Active appearance models," IEEE Transactions on pattern analysis 

and machine intelligence, vol. 23, pp. 681-685, 2001.  



International Journal of All Research Education and Scientific Methods (IJARESM), ISSN: 2455-6211 

Volume 10, Issue 6, June-2022, Impact Factor: 7.429, Available online at: www.ijaresm.com 

 IJARESM Publication, India >>>> www.ijaresm.com Page 2087 

[2] S. Saypadith and S. Aramvith, "Real-Time Multiple Face Recognition using Deep Learning on Embedded GPU 

System," 2018 Asia-Pacific Signal and Information Processing Association Annual Summit and Conference 

(APSIPA ASC), Honolulu, HI, USA, 2018, pp. 1318-1324  

[3] S. Ren, K. He, R. Girshick and J. Sun, "Faster R-CNN: Towards Real-Time Object Detection with Region Proposal 

Networks," in IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 39, no. 6, pp. 1137-1149, 1 

June 2017.  

[4] Matthew D Zeiler, Rob Fergus, “Visualizing and Understanding Convolution Networks”, ECCV 2014: Computer 

Vision – ECCV 2014 pp 818-833.  

[5] H. Jiang and E. Learned-Miller, "Face Detection with the Faster R-CNN," 2017 12th IEEE International Conference 

on Automatic Face & Gesture Recognition (FG 2017), Washington, DC, 2017, pp. 650-657.  

 



IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

                             International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

 Volume 3, Issue 1, June 2023 

Copyright to IJARSCT  DOI: 10.48175/568                92 

www.ijarsct.co.in                                                   

Impact Factor: 7.301 

Development of Flat Belt Type Oil Skimmer 
Mr. V. L. Kadlag, Harshal Balu Gaikwad, Pranit Shubhash Shinde, 

Shubham Shivaji Nirgude, Prajjwal Shubhash Pawar 
Department of Mechanical Engineering 

Sir Visvesvaraya Institute of Technology (SVIT), Nashik, Maharashtra, India 

 

Abstract: During the recent decade, world has witnessed big oil spillage accidents into ocean and made 

huge impact to the environment. Apart this, sometimes oil is getting spillage through being the results of 

chronic and careless habits in the use of oil industries and oil products. It is estimated that approximately 

706 million gallons of waste oil enters the ocean every year; whereas more than half of that sourced from 

land drainage and waste disposal. Offshore drilling & production operations and spills or leaks from ships 

or tankers are typically contributing less than 8% of the total whereas routine maintenance of ships (nearly 

20%), onshore air pollution & hydrocarbon particles (about 13%) and natural seepage from the sea floor 

(over 8%). This has caused ever lasting damage to aquatic life. To separate the mixed oil from the water, 

industries wide various type of oil skimmers are getting used. Herewith, the objective of this project is to 

design and conduct efficiency studies of belt type oil skimmer by using various material belts. The belts 

absorb the oil from water which can be scooped out and collect into a vessel by providing piping 

arrangements. The collected oil can be reused for many purposes. 

 

Keywords: Spillage, Offshore, Onshore, Seepage. 

 

I. INTRODUCTION 

Oil is one of the most important energy draw material source for synthetic polymer and chemicals worldwide. As long 

as oil is explored, transported, stored and used their will ether risk of spillage .Oil pollution, particularly of sea and 

navigable water, has exited more public concerned than other water or spilt materials .Oil pollution of the sea has 

steadily increased with the increase in oil consumption. The bulk this in flux is due to transportation related activities 

spill from tanker loading and unloading operations, pipeline rupture which may be due to industrial waste as leakage 

from engines, incorrect operations of valves and discharge of oily wastages. Oil pollution of the shore in addition to the 

reduction of amenity, also affects marine, shore life and vegetation .Crude oil consists of different hydrocarbon that 

range from light gas to heavy solids. When oil is spilled on water, the physical and chemical properties of oil change 

progressively. Spilled oil has an undesirable taste and odour and causes severe environment damage on water fall, 

material life and affects tourism economy. The pollution increasing various sectors of the world. 

 

1.1 Objective 

The basic objectives of this project work for carrying the waste oil from the marine area to remote place where the 

waste oil is dropped.  

[1] To minimize the oil pollution from ocean.  

[2] To separates the oil and water mixture from workshop, garage.  

[3] To minimize the overall operation and production cycle time.  

[4] To reduce labor cost.  

[5] To separate high viscosity oil. 

 

II. PROBLEM IDENTIFICATION 

According to the U.S. Environmental Protection Agency (USEPA), almost 14,000 oil spills are reported each year in 

the United States alone. The considerable increase of oil exploration and transport in Arctic waters will increase the risk 

of an oil spill occurring in cold and ice-infested waters. Currently, mechanical oil spill recovery in cold climates is 

inefficient largely due to the fact that the equipment available to oil spill responders was not designed to collect very 
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viscous oils and oil-ice mixtures. The presence of ice crystals in oil emulsions affects the adhesion processes between 

an oil slick and the surface of an Oleophilic skimmer and prevents oil from being efficiently recovered. Oil spill 

responders have used weir type skimmers and large vacuum hoses to suck in oil-ice mixture, resulting in a significant 

amount of free water in the recovered product, reducing oil spill recovery efficiency and creating a discharge problem.  

Various shapes of the recovery unit, such as a mop, belt, brush, disc, and drum, have been developed to increase 

skimmer efficiency. Our research has shown that the relatively low recovery rate of smooth drum, belt and disk 

skimmers can be explained by their relatively small surface area. Only a limited amount of oil adheres to the recovery 

surface in every rotation, requiring more time or more skimmers to increase the overall recovery. Brush and mop 

skimmers attempted to address this issue by increasing the surface area in contact with oil. Although these skimmers 

allow more oil to adhere to the recovery surface, not all the adhered oil can be removed from the belt. Thus, a 

significant fraction of the oil remains on the belt, reducing the overall recovery efficiency. 

 

III. FUTURE SCOPE 

[1] Speed of the belt cannot vary so it is to be improved by providing multispeed arrangement.  

[2] Scrapper plate arrangement may be improved. Oil resisting belt can be fitted to improve life and strength of belt.  

[3] Solar panel can be attached to run the AC motor so improving the energy efficiency. [4] The belt slips slightly on 

the drum due to the collection of the oil. Water drops are collected simultaneously with oil and this is to be reduced for 

better performance.   

[5] Stirrer mechanism can be used to improve oil removal rate. 

 

IV. ADVANTAGES & APPLICATION 

Advantages: 

 All the components are readily available in the market.  

 Simple in Construction.  

 Maintenance Cost of the system is less as Compare to other oil skimmer  

 Easy to transport from one place to another place   

 

Applications: 

 Wastewater Sumps: - Most manufacturing or processing facilities have circulating water systems. This water 

collects in a central tank or sump. Removing floating hydrocarbon contamination with little water content can 

reduce the cost of disposal and lower the contingent liabilities of wastewater discharge. 

 Coolants and Cutting Fluids:- When machine coolants become contaminated with tramp oils, four things  

usually occur: 1) coolant life is reduced, 2) quality of machined parts is reduced; 3.) in many cases, a smoke 

will begin to appear in the shop, causing irritation to the workers on the job; and 4.) the fluid takes on a “rotten 

egg” odor. Skimmers that remove tramp oils solve these problems and typically pay for themselves within a 

few months 

 Heat Treating: - Quench oils that must be removed from heat treated parts can be captured for re-use or 

disposal. The results are lower quench oil costs, prolonged wash water life and lower disposal costs. 

 Parts Washers: - Floating oils re-contaminate parts as they are removed from a wash tank. Oil skimmers 

canremove this oil. The benefits of using an oil skimmer are oil-free parts and extended fluid life. 

 Food Processing Facilities: - Removal of vegetable oils, greases, and animal fats from a plant’s wastewater 

stream reduces the costs of processing and disposal.  

 

V. CONCLUSION 

In this project, we enforced to highlight the function of oil skimmer, its various design aspects and performance. All the 

results of experimental studies indicate that slight design improvement of typical oil skimmers towards to include 

additional belt shaft and use of belt with steel material instead of rope; significantly improve the oil recovery efficiency 

and also its structure became simpler. As practical overview of different oil spillage cleanup method, this paper has 
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illustrated several limitations of these methods and current oil spill technology. Further extensive research & testing can 

improve the existing techniques and equipment to have better control for oil recovery exercise 
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Abstract: In Indian railway system, railway track security is a prime concern. Some approaches have 

been implemented concerning the track breakage detection. From the starting of railway transportation 

to this date, similar cleaning rail tracks has been a social issue. In this, humans have to clean human waste 

and other garbage thrown on rail tracks is a situation that needs immediate remedy. This manual 

scavenging is leads to health problems. In this project proposing an idea to solve both the problems. For 

this an inspection trolley is used for detecting the railway track crack and cleaning the track path 

automatically. This system comprises of IR sensor to bring into operation the crack detection and 

mechanical as well as vacuum cleaner system to clean the track path. This project aims to present a Robot 

Based mechanism for cleaning the railway track. it will a cost- efficient railway track cleaning machine 

which would prove to be a wonderful alternative to the current system in place if implanted. The proposal 

prototype is designed to overcome all the disadvantages of the current machine, and would help 

materialize the idea of super clean railway platform tracks across the nation. 
 

Keywords: Track crack detection, cleaning, IR sensor, vacuum, mechanical cleaner 

 

I. INTRODUCTION 

Indian Railway (IR) being the eighth largest organization in the world. Being such a huge organization make life very 

much difficult for the employees to maintain a hygiene environment at railway stations and tracks. Many necessary 

steps have been made to tackle such problems and awareness camps are being made at various places. In addition to it, 

the railways have installed various track cleaning machines located at different places. They are huge and would require 

an entire line to be cleared for them to proceed with their cleaning actions, which is a hectic process. The main 

disadvantage was that it was impossible to use it very frequently as it had to follow a very tight schedule. Considering 

all such factors we have come up with an idea to design a working prototype that could be mounted to the underside of 

the wagon/coach which would perform the same action of cleaning without hustling of a railway line and other factors. 

Keeping this a base, we have gone through various research papers on autonomous track cleaning machines which 

were built and used from the early 1980s. Drawing inspirations from each of them, we have designed a system that can 

be mounted to the underside of the coach/wagon in a neat manner without disturbing the existing nearby equipment. A 

collector tank of decent size with the suction system mounted to it is placed ahead of the bogie where the pollutants will 

be stored. The dust on the track will be picked up with the help of a rotating cylindrical brush. The brush will be 

covered up appropriately to aid the dust to circulate within a closed environment. Various mechanisms are responsible 

for the different defect types that appear in rails of railway tracks. Commonly, ultrasound inspection is used for finding 

internal defects that are formed during the cyclic loading of rails [1]. 

Indian Railways represent the pride of an Indian. Indian Railways is an Indian state- owned enterprise, owned and 

operated by the government of India through the Ministry of Railways. Railways have been good medium of 

transportation for its passengers since 1851 when it was introduced in India (Bombay to Thane). During these 150 

years, it has approximately touched each and every part of the country. It covers about 1, 15,000 km with 7500 

stations. As of December 2014; it transported over 27 million passengers daily.[2] Indian Railways is one of the 

largest railway networks in the world. Railways cover the entire length and breadth of the country. Indian Railways is 

also the largest employer in the country. It has come up as one of the nation’s fast growing and profit-making 
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organizations. However, sadly enough, it has been years since the railways achieved complete sanitation. Open 

defecation through railways, unclean toilets, choked basins, and littered bogeys and tracks are the causes of the present 

poor sanitary condition of India’s Railways.[3] India is travelling towards the dream “clean and green”. Mere words 

create no impact on people. Preaching by action is our motto; our railway track cleaning machine keeps the railway 

track and its surroundings clean. This will motivate people to keep the city clean which will in turn help build a clean 

nation.[4]. 

Garbage is a major problem worldwide attention. It can be seen from organizations that support and fix this problem. 

The process of making things automatic is being exploited in almost all the major fields of life. Making things 

automatic reduces burden on the humans. The cost and effort used in manually controlled products is much higher than 

the automated systems. Considering the fact, that the problem of efficient waste management is one of the major 

problems of the modern times, there is an utmost need to address this problem. The proper waste management system 

is must for the hygienic society in general and for world as a whole. .[5] Indian Railways is one of the largest railway 

networks in the world. Railways cover the entire length and breadth of the country. Indian Railways is also the largest 

employer in the country. It has come up as one of the nation’s fast growing and profit-making organizations. However, 

sadly enough, it has been years since the railways achieved complete sanitation. Open defecation through railways, 

unclean toilets, choked basins, and littered bogeys and tracks are the causes of the present poor sanitary condition of 

India’s Railways [7]. 

 

1.1 Objective 

Considering the necessity of a clean and healthy environment, we intend to maintain a hygienic environment on a 

railway track. Indian railways being one of the largest rail networks in the world is taking serious steps to maintain a 

hygienic environment. There are existing railway track cleaning machines which require a periodic time allotment of a 

line to perform the cleaning action. 

 The objective of the project is to design and fabricate a rail track cleaning & track crack detection machine 

with similar moto but on a miniature scale. 

 To make a machine will be directly mounted to the railway coach or wagon. A rotating cylindrical brush is 

lowered in order to make contact with the ground which helps to pull out the pollutants from the track. 

 To make a machine a blower fan is placed beside the brush to suck in the dirt into the collector tank. The dirt 

collected is compressed into cakes and disposed of periodically. 

 To design & fabricate a system creates clean environment and reduce the human resources. The main 

objective of this proposed system is to provide better working environment and hygienic surroundings. 

 To design robust, light weight and sturdy mechanism to clean the rail track. 

 To design economical system & provide solution to social problems using solar energy application. 

 To ensure the safety of the person who work to clean unhealthy railway track cleaning. 

 

II. METHODOLOGY 

Initially, the concept drawings of the coaches and wagons were collected and analysed to place our system without 

the need for any alterations on the existing equipment. Then a chassis will be built according to the dimensions of the 

underside of the coach, with tires mounted to it. A wooden plank will be placed on top of the chassis to provide a flat 

surface. A collecting tank will made from sheet metal of thickness 2mm. All the mounting points were marked earlier 

and the entry and exit points were fabricated. A metal paste along with silicone adhesives will used to seal off the 

complete tank. The cylindrical brush will be fabricated by placing a shaft & bearing supports. The brush will be 

mounted on the rods connecting the two discs. The brushes are placed at 45° to collect garbage. A 12V DC motor will 

placed above the cylindrical brush to rotate using belt drive. This also helps to easily check the efficiency of the brush 

at various speeds. To balance the forces the batteries and the motor are placed on either end of the chassis. The 

collector tank is placed at the rear end as a counterweight to the cylindrical brush. A suction unit is placed above the 

tank and the particles raised from the brush is sucked into the tank. The crack detection system will place above to 

track. The below Methodology shows the sequential operation/steps that will be performed during the project process. 
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III. FUTURE SCOPE 

This study reviewed the recent progress in the inspection of rails of railway tracks & garbage collection methods. The 

project reviews the technologies currently employed along with examples of recent field applications. The current 

automated inspection systems include many different methods. However, the project model develop by us is satisfy all 

objectives, but there are some restrictions on speed, dimensions & load carrying capacity due to scale model. 

Calibration of the electronics units is an important step in the whole inspection. Some new studies will have to do in 

Crack detection of defects. However, it will need further development before they can become commercial automated 

systems with widely acceptance in railway track inspection protocols. Efforts are on in several directions for 

development of Environment Friendly Toilets in trains. Through this project we are just giving an idea that this track 

cleaning mechanisms. This system can be easily get installed on the existing track cleaning system. If further 

modification could be done, then this system can also be very useful for work long distances continuously with 

reliability. If this all works well than this model will not only solve the world’s biggest track cleaning & crack checking 

problem (Indian Railways) but gives alternate source of low-cost alternatives. 

 

IV. ADVANTAGES & APPLICATION 

Advantages: 

 Cost of system development is low & No need to purchase heavy machine. 

 Working principle is quiet easy & Manual assistance is not required. 

 Portable. Autonomous self-track cleaning & crack detection mechanism that can be attached to vehicle and 

operated without human operation. 

 It is easy to construct, low cost and low maintenance. 

 No man power is required for track cleaning. 

 

Applications: 

 This system work as an autonomous self-track cleaning & crack detection mechanism that can be attached to 

vehicle run on track and operated without human operation. 

 

V. CONCLUSION 

 In this project, we will have used the one rail track; it is our expectation that this track will be monitored by one IR 

obstacle sensor. Whenever there is a crack on the track, the IR obstacle sensor senses the crack and will activates 

buzzer indicator instantly. The proposed prototype will be designed to overcome disadvantages of the available manual 

track cleaning with low cost alternatives. The existing cleaning process on the tracks at Indian railway platform is 

manual, which is tedious particularly to clean, when the frequency of the trains is very high. In this, track mechanical 

cleaning system and the vacuum dust collector is used to suck the garbage which is below the track simultaneously. 

Intelligent Railway track cleaning and crack detection vehicle will a time-saver and garbage collector. Our proposed 

robotic application may serve in scenarios where manual track cleaning is unhealthy. The system can be displaced and 

operated by external support making it user-friendly. It is eco-friendly as well. This vehicle also finds the crack in the 

track that prevents train accidents. Intelligent Railway Track cleaning and Crack detection Robot will be worked in as 

specified range along the station. 

Effective Features of Robot Based Wire-Less Railway Track Cleaning. 

 No direct Human involvement in Cleaning High 

 degree collection and cleaning of waste 

 Accidental safety 

 Minimum wastage of water and maximum area coverage for cleaning 

 Attachment for cleaning drainage 

 Attachable collection tank 

 Wireless operation 

 Less Time consumption for overall cleaning as compared traditional 
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Abstract - In India, Agriculture is the farmer's vocation. According to a 2019 study, 50-60% of India's population is dependent 
on agriculture and 88% of farmers are small and medium-sized. Pesticides are very important in farming. They enable 
farmers to grow more food in the subsoil by protecting crops from pests, diseases and weeds and increasing productivity per 
acre. We make a sun-sprayed pesticide spray that sprays pesticide on the leaves of plant and protects the crop from pests. 
Solar Pesticide Spray is a four-wheeled electric-powered system powered by photovoltaic panels or thermal energy obtained 
from sunlight. So it saves the fuel. The effectiveness of the sunscreen spray is very economical, as it requires very low 
maintenance costs.so by using this spraying efficiency get increased and labour power get reduced. 

Key Words: solar, pesticides, sprinkler, pests, electric power, photovoltaic panels. 

1. INTRODUCTION  

In India for farmer people, agriculture is a livelihood. Our motive is to increase the yield. People uses hand-operated 
irrigation pumps and spray oil for pesticides. There is a direct connection between pesticides and human potential in 
unity. This motivated us to build and design the correct model defined in a moving motion. Pesticide is the substance used 
to control, prevent and destruction of pests. Solar-powered insecticide a sprinkler rudiment character who is an example 
that will help in agriculture field spraying insecticides and pesticides on leaves of plants. Thousands of unintended insects 
are an additional partner killed by this pesticide. Solar energy can be stored for use when there are clouds conditions. 
Saving is an important problem in solar formation energy because continuous discovery is an important modern necessity 
for power consumption. Solar energy is stored in the form of heat or electrical power. The power of the sun too stored as 
mechanical force in the form of a flywheel.  

In this paper we are trying to make equipment for agricultural purpose. Most of farmer use chemical to spraying 
pesticide on food.so in this paper we trying make something special equipment for this application. Also our motive is to 
reduce the weight and labour cost. From this we get pollution free things. 

Precaution for safety is, 

● All chemical products are harmful to humans and wild life. 

● They kept out of reach of wild life, pets and children. 

1.1 PROBLEM IDENTIFICATION  

In India, 75% of the population is direct or indirect depend on the farming. Hence India is now an Agricultural-based 
country. But till now farmers face so many problems Farmer's productivity is threatened by pests.  

1.2 PESTS  

Insects are a major food hazard production. Climate change brings warmer temperatures and increases CO2 gases, rain 
and drought that promote disease, pests and weeds. Its better knowledge and understanding of insect behavior under the 
variations presented conditions are required to adopt and develop new technologies to respond to the threats posed by 
climate change. 

Rural areas are facing serious problems about the reliability of the electricity supply. In India most people in rural areas 
depend on agriculture. They also face the problem of random and unplanned electricity supplies in the valleys. Because of 
this, farmers have to visit farms more often than not time to turn on the pumps. 
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1.2 WORKING 

A solar panel is a device that collects and converts solar energy into electricity or heat. It converts solar energy into 
electricity or heat that can be used by nearby buildings. Solar panels can be made to make the sun's energy pleasing to the 
atom a layer of silicon between the two protective panels. Atoms separate from electrons down the ropes you go into the 
house to get electricity. Solar panels were used more than once a hundred years ago to heat hot water in homes. Solar 
panels can also be made with a specially designed mirror. 

The system consists of Solar panel, battery, pump and sprayer and etc. The panel gives an output of 12 volts and 20 Watts 
power to the charging unit. The charging unit send and get the signal which charges the battery. The pump operates by 
getting power from battery, so that the sprayer work. Here pest and fertilizer can be stored in tank. When sun rises then 
panel electric power will be produces through the solar cells and then it get stored in the battery. By the electric energy in 
the battery the pump operates and therefore fertilizers from the tank is sprayed out.  Working is very easy.  

1.3 SPECIFICATIONS 

Weight of Motor 1 kg  

Operating Voltage 12 V 

Operating current 2.1 A 

Motor cost Rs 350-400 

 

Table (1) specifications of motor 

Weight of Battery 2.7 Kg 

Operating voltage 12 V 

Output Power 86.4 Watt 

Cost Rs 500- 600 

 

table (2) specification of Battery 

Weight of Panel 1 Kg 

Operating voltage 15 V 

Output power 75 Watt 

Cost Rs 700- 1000 

table (3) specification of Solar Panel 

2. ADVANTGES 

● The pesticide sprinkler operates with no pollution. 

● Low maintenance cost and low operating cost. 

● The prepared solar operated sprinkler is ecofriendly and cost-efficient  

● The prepared solar operated sprinkler can be used largely in the agriculture field effectively. 
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● It does not create air pollution and noise pollution.  

● It is a zero fuel operated equipment. 

● It is easy to operate and portable 

3. CONCLUSION 

Motive of the project was to utilize inherently available solar energy in sprinkling operations thus achieving zero electric 
power.  Analyzing the function v/s cost with available equipment in the market, solar sprinkler equipment is more efficient 
with lesser cost as compare to other. So this most useful to all farmer. 
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Abstract: Trailer has lots of applications in today's world. In industrial and domestic considerations, tippers 

can pull a variety of products including gravel, grain, sand, fertilizer, heavy rocks, etc. By considering wide 

scope of the topic, it is necessary to do study and research on the topic of tipper mechanism in order to 

make it more economical and efficient. In existing system, tipper can unload only in one side by using 

pneumatic jack or conveyor mechanism. By this research it is easy for the driver to unload the trailer and 

also it reduces time and fuel consumption. For making tipper mechanism with such above conditions 

hydraulic jack mechanism can be used. This paper has mainly focused on above difficulty. Hence a 

prototype of suitable arrangement has been designed. The vehicles can be unloaded from the trailer in three 

axes without application of any impact force. The Direction control valves which activate the ram of the 

hydraulic cylinder which lifting the trailer cabin in require side. By this research it is easy for the driver to 

unload the trailer and it reduces the time. 

 

Keywords: Trailer, Tipper, Cylinder Piston, Pneumatic, Conveyor 

 

I. INTRODUCTION 

A pneumatically operated rotating trolley has three directions. This can be operated with the help of air pressure. The 

solenoid valves are used in order to regulate the air pressure, so that the trolley can rotate, by rotating the spur gear over 

the rack gear. At the required position it is stopped. The cylinder piston arrangement is used to lift the trolley with the 

help of air pressure; so as to set the trolley in inclined position and the material inside is dropped down. 

In daily uses the transport of material from one place to another place, so many methods are adopted in such 

application. The pneumatically operated rotating trolley will overcome the previous problem of rotation of the trolley. 

The main problem in the existing trolleys is that the material is dump towards back side only; this requires more man 

power to scatter the material drained. Such types of difficulties are overcome, if we use a rotating trolley which can 

rotate and enables to deliver the material towards all sides. 

Pneumatics is a section of technology that deals with the study and application of pressurized gas to produce 

mechanical motion. It deals with the study of behaviour and applications of compressed air in our daily life in general 

and manufacturing automation in particular. Pneumatic systems use air as the medium which is abundantly available 

and can be exhausted into the atmosphere after completion of the assigned task. Pneumatic systems are used in 

controlling train doors, automatic production lines, mechanical clamps, etc. 

The Pneumatic Trainer Kit consists of a specifically designed stand with proper working area to build various circuits. 

All the components are pre-fitted on the working area & duly fitted with 'One Touch Push in Fittings' for easy fitting of 

PU tubes, which are provided for fast & leak-proof connections. 

A dumper is a vehicle designed for carrying bulk material, often on building sites. Modern dumpers have payloads of 

up to 10000kg and usually steer by articulating at the middle of the chassis (pivot steering). A dumper is an integral part 

of any construction work and hence its role is important for completion of any constructional site. One of the problem 

are cited with dumper in the time and energy for setting the huge dumper in the proper direction to dump the material it 

in carrying and hence the need of the project work riser, which is about 3 way dropping dumper which can dump the 

material in any direction except the rental one without moving the truck in any direction.  

A dump trolley is used for transporting loose material (such as sand, gravel, or dirt) for construction. A typical dump 

trolley is equipped with a hydraulically operated open-box bed hinged at the rear, the front of which can be lifted up to 

allow the contents to be deposited on the ground behind the truck at the site of delivery. In the UK and Australia, the 
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term applies to off-road construction plant only, and the road vehicle is known as a tipper, tipper lorry (UK) or tip truck 

(AU). 

 

1.1 Objective 

The basic objectives of this project work for carrying the waste material from the public residential area to remote place 

where the waste material is dropped. 

[1] To reduce labour cost. 

[2] To minimize the overall operation and production cycle time. 

[3] It is having more power than electric power and has less cost than the hydraulic power systems. 

[4] The trolley so developed having the technique three side dumping which enable to deliver the material towards all 

sides i.e. back side, left side and right side. 

 

II. METHODOLOGY 

This project covers the details explanation of methodology that is being used to make the Model of project. Many 

methodology or findings from this field mainly generated into journal for others to take advantages and improve as 

upcoming studies. The method is use to achieve the objective of the project that will accomplish a perfect result. In 

order to evaluate this project, the methodology based on System Development Life Cycle (SDLC), generally three 

major steps, this is:  

• Planning 

• Analysis 

• Design  

• Implementation 

• Maintenance and Support 

Project starting from planning, implementing and testing. All the methods used for finding and analysing data regarding 

the project related. 

Fig. 1. Planning 
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III. FUTURE SCOPE 

World progressing at faster rate which demands efficient working equipment’s such as user friendly machineries and 

hence the three way dropping dumper may be used more than the two way or one way.  

 During the completion of this project we found out that there are many possibilities with which this project can be 

enhanced. For more accuracy and precise motion hydraulic system can be used. By using sensor, stopper mechanism 

we can stop the trolley at any particular angle and any particular direction to dump the goods. To reduce the human 

work automatic locking and unlocking mechanism can be used. 

Definition of problem 

 

Collection of information of available fixtures that 

could be useful to find expected solution 

Analysis of ideas 

Development of solution for welding torch fixture 

Building of test fixture model 

Output and Result 

Feedback from others and development in design 

Selection of proper parts 

Manufacturing of parts 

Assembly of setup 

Testing of setup on worksite 
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In our project if the operation of rotates of the trolley or dumping the trolley is done remotely or even automatically by 

using the software technology and making the system total automatic.  This will minimize the requirement of the man 

power and the function can be done continuously without any break and thus increasing the efficiency. 

For the purpose of automation, the sensor technology is used to notice the angle of rotation of the trolley shaft and even 

this position can be observed remotely through wireless technology. 

PLC based operation of the pneumatic trolleys makes it more reliable.  Thus we can make the system more flexible and 

sophisticated.  Thus the trolleys are of high importance in industry. 

The work can be modified further more on following basis: -  

[1] Dual stage cylinders can be used.  

[2] Capacity can be increased.  

[3] Four-wheel steering can be adopted for more movement ability. 

 

IV. CONCLUSION 

This concept saves time & energy which leads to efficient working. The constructional work or the infrastructural work 

demands efficient and user friendly machinery which will lead to more and more use of unidirectional trolley.  

After carrying out the design process of our project we got positive output. We have been able to increase the easiness 

in unloading trolley. Problems occurred at the time of unloading the trolley in critical areas are eliminated. And thereby 

reducing overall time and fuel required for unloading the trailer. 
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Abstract - This paper contain to check feasibility of 
process changed from forging to casting and Structural 
evaluation of connecting rod with Aluminium alloy(Al6063-
T6) material. The main objective finding out effective design 
of connecting rod with minimum cost and weight. 
Conventionally material used for connecting rod is stainless 
steel through the forging process, as this method provides 
low productivity and higher production cost. The 3D model is 
prepared by using Pro-E creo4.0 and discretization is 
prepared by using Hypermesh while FEM is solved by using 
Optistruct Hypermesh13.0. 

Key Words—Connecting rod, CAD, FEA, Static analysis, 
Modal Analysis  
 
1. INTRODUCTION  
 
The Connecting rod are used generally used in all IC 
engines acting as an integral part between the piston 
and crankshaft. It is transfers motion from piston to 
crankshaft and convert the piston linear motion to 
crankshaft rotary motion. While connecting rod small 
end is connected to piston and bigger end is connected 
to the crankshaft.  

Stainless steel Connecting rods generally manufacturing 
by Forging process. Disadvantages of using steel is that 
the material is extremely heavy, Costly, manufacturing 
process time consuming, higher production cost which 
consumes more power.  

There are two forces acting on connecting rod are 
buckling load due to gas pressure and lateral bending 
due to inertia forces. Connecting rod must be withstand 
a cyclic loading during high compressive loads due to 
combustion and high tensile loads due to inertia. 

A connecting rod can be of two types H-beam or I-beam 
or a combination of both depending on application. 

2. METHODOLOGY 
 
The objectives involved are:- 

2.1 CAD Modeling  
2.2 Finite Element Meshing  
2.3 Boundary Conditions  

 

2.1 CAD Modeling 
 
The Fig.1 shows representation of Connecting rod. The 
CAD Model of I section connecting rod specification is 
Length-100mm Piston end dia-14mm, Crankshaft end 
dia- 20mm and thickness 10mm. 
 

 
Fig.-1: Schematic Diagram of Connecting rod 

 
2.2 Finite Element Meshing  
 
The cad data in .stp format is imported in Hypermesh 
for the preparation of FE model. Then geometry 
cleanup was done by using options like ‘geom. Cleanup’ 
and ‘defeature’ to modify the geometry data and 
prepapre it for meshing operation. Mesh model is 
prepared by using Hypermesh 13.0. 8-node Hex 3D 
solid elements are used to model of Connecting rod.  
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Fig.-2: FEM Model 

 
The element size selected for meshing is 2mm. 
Connecting rod model is meshed with about 10713 
nodes 8176 elements. 
 
2.3 Loading Conditions 
 
Connecting rod small end is connected to piston and 
bigger end is connected to the crankshaft. There are 
two forces acting on connecting rod are buckling load 
due to gas pressure and lateral bending due to inertia 
forces. Connecting rod must be withstand a cyclic 
loading during high compressive loads due to 
combustion and high tensile loads due to inertia. 
 
The following loads on Connecting rod-: 

1) Tensile loading 

2)Compressive loading  
 

  
Fig.-3: Compressive loading Fig.-4: Tensile loading 

 
3. RESULTS AND DISCUSSION 
 
All machine component analysis, a component must be 
designed such that the stresses observing during 
operation will not exceed material limits. The material 
limits are determined by material properties and some 
known deformation theories. Analysis has to conclude 
whether the component is safe or fail comparing the 
max stress value with yield or ultimate stress. 
 
FEA analysis is to find out the total amount of stresses 
and displacement, Modal Natural frequencies, Mode 
shapes of Connecting rod.  
 
3.1 Static Analysis Results 
 
Non-Linear Static analysis used to determine the 
displacements, stresses, strains and forces in structures 
or components cause by static loads. The solver used 
for analysis Optistruct Hypermesh.  
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3.1.1 Tensile loading 

 
Fig.-5: Tensile loading Contour plot 

 
Results:- 
1. Maximum Displacement = 0.15mm. 
2. Max. Principal stress = 187MPa. 
 
3.1.2 Compressive loading 
 

  
Fig.-6: Compressive loading Contour plot 

 
Results:- 
1. Maximum Displacement = 0.15mm. 
2. Max. Principal stress = 122MPa. 
 
4. CONCLUSIONS 
 
The Max. Principal stresses observed on Connecting rod 
during Tensile and Compressive loading is less than the 
yield strength of material hence, connecting rod design 
is safe against load. 
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Abstract – The braking system was designed and applied 
on a car to form the driving process safety using embedded 
system design. Most of the accident occurs due to the delay 
of the driving force to hit the brake, so during this project 
work braking system is developed specified when it's active 
it can apply brake depending upon the thing sensed by the 
ultrasonic sensor and speed of car. Currently, vehicles are 
often equipped with active safety systems to cut back the 
possibility of accidents, many of which occur within the 
urban environments. The foremost popular include Antilock 
Braking Systems (ABS), Traction Control and Stability 
Control. Of those systems employ differing kinds of sensors 
to constantly monitor the conditions of the vehicle, and 
respond in an emergency situation. An intelligent braking 
system contains an ultrasonic wave emitter provided on the 
front side of a car. A receiver is additionally placed on the 
front portion of the car and getting a reflective ultrasonic 
signal. The reflected wave (detected pulse) gives the gap 
between the complications and also the car and RPM 
counter gives speed of car. The microcontroller is 
functioning to manage the braking of the vehicle supported 
the detection pulse information to push the foot lever and 
apply brake to the car remarkably for safety purpose. 
 
Key Words: brake, ABS, Sensor, Microcontroller, 
Intelligent 
 

1. INTRODUCTION  
 
Braking systems of business vehicles were always given 
the absolute best importance concerning problems with 
safety and particularly active safety. Inappropriate braking 
of these vehicles may cause heavy accidents thanks to 
relatively longer stopping distances and better energy 
output of brakes particularly within the case of car 
combinations. The conventional medium used for brakes 
(compressed air) are often now controlled with the speed 
and precision offered by modern electronic abilities. IBS 
introduced in commercial vehicles providing swift brake 
response and release for every single wheel. The rapid 
quantity provided by the electronic control are often used 
for critically shortening the braking distance by 
introducing advanced control of braking system operation. 
Such a elaborate task imposed to the control of braking 
system can't be supported the driving force abilities and 
want to be done independently of the driving force. An 
improved IBS braking forces management would 
definitely enable to realize the given task. The advanced 
strategy for the braking force management, proposed 

here, relies on intelligent controlling of the braking forces 
distribution between the front and rear axle of power-
driven vehicle and/or between towing/trailer 
combination and/or between tractor/semi-trailer. 
Intelligent braking system features lots of potential 
applications especially in developed countries where 
research on smart vehicle and intelligent highway are 
receiving ample attention. The system when integrated 
with other subsystems like automatic traction system, 
intelligent throttle system, and auto cruise system, etc. will 
end in smart vehicle maneuver. The driving force at the tip 
of the day will become the passenger, safety accorded the 
absolute best priority and also the journey are visiting be 
optimized in term of it slow duration, cost, efficiency and 
luxury ability. The impact of such design and development 
will cater for the need of up to this point society that 
aspires quality drive moreover on accommodate the 
advancement of technology especially within the realm of 
smart sensor and actuator. The emergence of digital signal 
processor improves the capacity and features of that 
microcontroller. The overall system is meant so as that the 
value of inter-vehicle distance from infrared laser sensor 
and speed of follower car from speedometer are fed into 
the DSP for processing, resulting in the DSP to actuator to 
function appropriately. 
 

1.1 NEED OF PROPOSED SYSTEM 
 

Accidents occur because of technical problem within the 
vehicle or because of mistake of driver. Sometimes the 
drivers lose control over the vehicle and sometimes 
accident occurs because of rash driving. When the drivers 
come to grasp that vehicle goes to collide they become 
nervous and that they don’t apply the brakes. Majority of 
the accidents occur this fashion. The system designed will 
prevent such accidents. It keeps track of any vehicles 
ahead. It’ll continuously keep the track of the space 
between the 2 vehicles. When two vehicle come 
dangerously close the microprocessor within the system 
actuates the brakes and it'll stop the vehicle. 

2. EXISTING SYSTEM 
 
Honda’s idea of ABS which helps the rider get stress free 
braking experience in muddy and watery surfaces by 
applying a distributed braking and prevents skidding and 
wheel locking moreover as Volvo which was equipped 
with laser assisted braking. This can be capable to sense a 
collision up to 50 mps and apply brakes automatically. 

Dept. of mechanical, SVIT, Nashik, Maharastra, India. 
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ABS can activate only help if the rider applies it in right 
time manually and maintains the space calculations. ABS 
has its own braking distance. 
 

3. PROPOSED SYSTEM 
 
In this section we describe about the working flow of 
complete system. we are designate the major part of the 
system and also we explain the working flow of proposed 
system. 

 
 

 
 

Fig 2. working flow daigram 

 
4.  SYSTEM ARCHITECTURE 
 
4.1. Ultrasonic Sensor 
 
Ultrasonic ranging and detecting devices of high-
frequency sound waves to detect the existence of an object 
and detecting its range. These systems either measure the 
echo reflection of the sound waves from objects or detect 
the interruption of the sound beam because the objects 
pass between the transmitter and receiver. An ultrasonic 
sensor naturally uses a transducer that produces an 
electrical output signals in response to the received 
ultrasonic wave. In such case, the horizontal aperture 
angle minimum of 8 degrees for a distance of 75 meter 
between vehicles. 
 

 
 

Fig 2. Ultrasonic Sensor 

 
4.2 Hydraulic Braking System 
 
Hydraulic braking system works on Pascal law which 
states that “pressure force acting inside the system is same 
overall the directions”. Per this law when the pressure is 
applied on a fluid will travel equally altogether the 
directions hence the uniform braking action is applied on 
all four wheels. When the force applies force on the foot 
pedal, the brake cylinder experiences force at the 
connecting rod which causes the movement of piston 
inside the brake cylinder chamber, fluid inside the 
chamber rushes towards the brake caliper hence the 
pistons within the caliper experiences the pressure of fluid 
which makes the pistons to push the brake pad against the 
rotating disc with the brake force. Hence the mechanical 
energy of the vehicle is converted into heat and dissipated 
to the environment resulting the vehicle to prevent within 
the stopping distance and stopping time with deceleration. 
 

 
 

Fig 3. Hydraulic Circuit 
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4.3 MICROCONTROLLER 
 
Arduino is an open-source platform used for producing electronics projects. Arduino consists of both a microcontroller 
and a bit of software, or IDE (Integrated Development Environment) that runs on your computer, accustomed write and 
upload code to the physical board. The Arduino doesn't need a separate piece of hardware (called a programmer) so as to 
load new code onto the board – you'll be able to simply use a USB cable. Additionally, the Arduino IDE uses a simplified 
version of C++, making it easier to find out to program. 
 

 
 

Fig 4. Arduino Uno Microcontroller 

5. CONCLUSION 
 
The Intelligent Braking system, if executed can avoid many accidents and might save individual human lives and property. 
Implementation of such a complicated system are often made compulsory just like wearing of seat belts in order that 
accidents are often averted to some extent. Our Intelligent braking system provides a glimpse into the long run of 
automotive safety, and the way way more advanced these individual systems are often for avoiding accidents and 
protecting vehicle occupants after they are integrated into one system. The long run of automotive safety is over just 
developing new technology; it's shifting the approach to safety. Intelligent Braking System approach represents a major 
shift from the standard approach to safety, but it's fundamental to achieving the substantial benefits. 
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Abstract 

In this research paper, we present a review of recent advancements in the development of hydrogel composite materials for heavy 

metal colorimetric detection. We focus on two main categories of hydrogel composites: those based on functionalized polymers and 

those incorporating nanomaterials. Functionalized polymer-based hydrogels are designed by incorporating specific ligands or 

receptors that selectively bind with heavy metal ions. These functional groups can either be incorporated into the hydrogel network 

structure or be attached to the surface of the hydrogel through various chemical reactions. The binding of heavy metal ions to these 

functional groups induces a visible color change, which can be easily detected by the naked eye. Several functional groups, such as 

thiols, amines, and carboxylates, have been explored for heavy metal detection. These functionalized polymer-based hydrogels offer 

high selectivity and sensitivity for heavy metal detection, making them promising candidates for real-time monitoring of heavy metal 

contamination in water and other environmental samples. 

Nanomaterial-incorporated hydrogel composites have also shown great potential for heavy metal colorimetric detection. By 

incorporating nanoparticles, such as gold nanoparticles or quantum dots, into the hydrogel matrix, the sensitivity and detection limit of 

the hydrogel composite can be significantly enhanced. The nanoparticles act as colorimetric indicators, undergoing a plasmon shift or 

fluorescence quenching in the presence of heavy metal ions. This results in a visible color change that can be easily detected and 

quantified using simple imaging techniques or portable devices. Additionally, the use of nanomaterials allows for the development of 

multiplexed detection systems, enabling simultaneous detection of multiple heavy metal ions. 

 

Keywords: Synthesis, Noble metal nanoparticles, Hydrogel, Composite materials, Colorimetric detection, Heavy metals. 
 

I. INTRODUCTION 
Heavy metal pollution is a serious environmental concern due to its detrimental effects on human health and ecosystems. Traditional methods 

for heavy metal detection are often complex, time-consuming, and expensive. Therefore, there is a growing interest in developing simple, 

rapid, and cost-effective detection techniques. Hydrogel composite materials offer a promising solution for heavy metal colorimetric detection. 

Hydrogels are three-dimensional networks of hydrophilic polymers that can absorb and retain large amounts of water. They possess unique 

properties such as high water content, flexibility, and biocompatibility, which make them attractive materials for various applications. 

Hydrogels can undergo visible color changes upon exposure to specific stimuli, including heavy metal ions. This property can be exploited for 

the development of colorimetric sensors for heavy metal detection. 

 

In recent years, significant progress has been made in the development of hydrogel composite materials for heavy metal colorimetric detection. 

These composites are typically fabricated by incorporating specific ligands or receptors into the hydrogel network structure. These functional 

groups have high affinity and selectivity for heavy metal ions, allowing the hydrogel composite to selectively bind and detect specific heavy 

metals. The binding of heavy metal ions to the functional groups induces a visible color change in the hydrogel composite, which can be easily 

detected by the naked eye or with portable devices. 

 

Another approach in developing hydrogel composite materials for heavy metal detection is the incorporation of nanomaterials, such as gold 

nanoparticles or quantum dots, into the hydrogel matrix. These nanoparticles act as colorimetric indicators, undergoing a visible color change 

in the presence of heavy metal ions. The incorporation of nanomaterials not only enhances the sensitivity and detection limit of the hydrogel 

composite but also enables the development of multiplexed detection systems for simultaneous detection of multiple heavy metal ions. 

Overall, hydrogel composite materials hold great potential for heavy metal colorimetric detection. Their unique properties, coupled with the 

selective binding capabilities of functionalized polymers or the colorimetric properties of nanomaterials, make them excellent candidates for 

the development of simple, rapid, and cost-effective detection techniques for heavy metal pollution. These advances in hydrogel composite 

materials provide new opportunities for real-time monitoring and analysis of heavy metal contamination in various environmental samples.  

 

II. HYDROGEL COMPOSITE MATERIALS FOR HEAVY METAL COLORIMETRIC DETECTION 
Hydrogel composites are materials composed of hydrogel matrices combined with other components, such as nanoparticles or functionalized 

polymers. These composites possess unique properties that make them advantageous for heavy metal colorimetric detection.  

http://kjppor.com/index.php/kjpp/article/view/376
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1. Hydrogel Matrix: 

- High Water Content: Hydrogel composites have a high water content, typically above 90%, which allows for efficient diffusion of heavy 

metal ions and enhances detection sensitivity. 

- Flexibility: Hydrogels are flexible and can adapt to various shapes and surfaces, enabling their use in different detection platforms. 

- Biocompatibility: Hydrogels are biocompatible, reducing the risk of toxicity and allowing for applications in biological samples. 

 

2. Functionalized Polymers: 

- Selectivity: Functionalized polymers contain specific ligands or receptors that exhibit high selectivity for certain heavy metal ions, resulting in 

specific detection capabilities. 

- Binding Affinity: Functional groups within the polymer structure have a strong binding affinity for heavy metal ions, ensuring efficient 

detection and minimal interference. 

- Stability: Functionalized polymers offer stability, enabling repetitive use and long-term detection capabilities. 

 

3. Nanoparticles: 

- Enhanced Sensitivity: Incorporating nanoparticles, such as gold nanoparticles or quantum dots, into hydrogel matrices amplifies the 

colorimetric response and increases the sensitivity of heavy metal detection. 

- Plasmonic and Fluorescent Properties: Nanoparticles possess plasmonic or fluorescent properties that undergo changes upon interaction with 

heavy metal ions, resulting in visible color changes and enhancing the detection signal. 

- Multiplexed Detection: Nanoparticle-incorporated hydrogel composites offer the possibility of detecting multiple heavy metal ions 

simultaneously, enabling efficient multiplexed detection systems. - Functionalized polymer-based hydrogels for heavy metal detection 

 

Selection of functional groups for specific heavy metal ions 

When designing functionalized polymer-based hydrogels for heavy metal colorimetric detection, the selection of appropriate functional groups 

is crucial. These functional groups should exhibit high selectivity and affinity towards specific heavy metal ions. Here are some examples of 

functional groups commonly used for the detection of specific heavy metal ions: 

 

1. Thiol groups (–SH): Thiol-functionalized polymers show high affinity for heavy metals like mercury (Hg) and lead (Pb). The thiol groups 

form strong coordination bonds with these metal ions, resulting in color changes in the hydrogel. 

2. Amino groups (–NH2): Amino-functionalized polymers are commonly used for the detection of metals such as copper (Cu), zinc (Zn), and 

cobalt (Co). Amino groups form complexes with these metal ions, leading to distinct color changes in the hydrogel. 

3. Carboxylate groups (–COO-): Carboxylate-functionalized polymers are often employed for the detection of metals like calcium (Ca), 

magnesium (Mg), and iron (Fe). Carboxylate groups chelate with these metal ions, 

 

Methods for incorporating functional groups into hydrogel networks 

1. Crosslinking with functionalized monomers: Functional groups can be introduced into the hydrogel network during the polymerization 

process by using functionalized monomers. These monomers contain the desired functional groups, such as thiols, amines, or carboxylates. The 

monomers are polymerized via crosslinking reactions, resulting in a hydrogel with incorporated functional groups. 

 

2. Covalent modification of pre-formed hydrogels: If a pre-formed hydrogel does not contain the desired functional groups, they can be 

introduced through covalent modification. This involves reacting the hydrogel with functional group-containing molecules through chemical 

reactions, such as amidation, esterification, or thiol-ene click chemistry. The functional groups are attached to the hydrogel network via 

covalent bonds. 

 

3. Physical entrapment of functional molecules: Another approach is the physical entrapment of functional groups or molecules within the 

hydrogel matrix. For example, functionalized nanoparticles, such as gold nanoparticles, can be incorporated into hydrogels by simply mixing 

them with the hydrogel precursor solution. The nanoparticles become distributed throughout the hydrogel network, allowing for colorimetric 

detection of heavy metal ions. 

 

4. Electrostatic interactions: Functional groups can also be introduced through electrostatic interactions. Polyelectrolytes, such as chitosan or 

poly(acrylic acid), can be used to form hydrogel networks. These polyelectrolytes can interact with heavy metal ions through electrostatic 

interactions, leading to colorimetric changes in the hydrogel. 

 

5. Layer-by-layer assembly: In this technique, functional groups are incorporated into the hydrogel through a layer-by-layer assembly process. 

Polyelectrolytes with desired functional groups are sequentially deposited onto the hydrogel surface, forming multiple layers. This creates a 

multilayered hydrogel composite with the desired functional groups on the outermost layer for heavy metal detection. 

 

http://kjppor.com/index.php/kjpp/article/view/376
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III. Fabrication and Characterization of Hydrogel Composite Materials 

Fabrication of Hydrogel Composite Materials: 

1. Hydrogel synthesis: Hydrogels can be synthesized through various methods such as gelation of polymer precursors, polymerization of 

monomers/crosslinkers, or physical/chemical crosslinking of pre-formed polymers. The choice of synthesis method depends on the desired 

properties and applications of the hydrogel composite. 

 

2. Incorporation of functional groups or nanoparticles: Functional groups or nanoparticles can be incorporated into hydrogels during the 

synthesis through different approaches. This can include the use of functionalized monomers, physical mixing, chemical modification, or layer-

by-layer assembly. The incorporation method depends on the desired localization and stability of the functional groups/nanoparticles within the 

hydrogel matrix. 

 

3. Shape formation and casting: Hydrogels can be cast into specific shapes such as films, membranes, fibers, or 3D structures using techniques 

like solution casting, spin coating, molding, freeze-drying, or 3D printing. The choice of shaping method depends on the application and 

detection requirements. 

 

Characterization of Hydrogel Composite Materials: 

1. Structural analysis: Structural analysis techniques allow characterization of the hydrogel composite's morphology, pore size, and 

interconnectivity. Common techniques include scanning electron microscopy (SEM), transmission electron microscopy (TEM), atomic force 

microscopy (AFM), and confocal microscopy. 

 

2. Mechanical properties: The mechanical properties of hydrogel composites, such as elastic modulus, swelling behavior, and viscoelasticity, 

can be determined using techniques like tensile/compression testing, rheology, or dynamic mechanical analysis (DMA). 

 

3. Swelling behavior and water absorption: Swelling behavior and water absorption capacity of hydrogel composites can be characterized by 

measuring the weight changes or volume changes of the hydrogels in different solvent environments or aqueous solutions with varying 

concentrations of heavy metal ions. 

 

4. Chemical analysis: Chemical analysis helps determine the composition, presence of functional groups, and stability of the hydrogel 

composites. Techniques such as Fourier-transform infrared spectroscopy (FTIR), X-ray photoelectron spectroscopy (XPS), or nuclear magnetic 

resonance (NMR) spectroscopy can be utilized for chemical analysis. 

 

IV. Heavy Metal Colorimetric Detection with Hydrogel Composite Materials 

V. Heavy metal colorimetric detection with hydrogel composite materials involves the following steps and considerations: 

1. Preparation of hydrogel composite sensors: Hydrogel composites can be prepared by incorporating functional groups or nanoparticles within 

the hydrogel matrix, as discussed earlier. The choice of functional groups or nanoparticles depends on the target heavy metal ions for detection. 

 

2. Exposure to heavy metal ions: The hydrogel composite sensors are exposed to samples containing heavy metal ions, such as water, soil, or 

biological fluids. The heavy metal ions interact with the functional groups or nanoparticles in the hydrogel composite, leading to a colorimetric 

response. 

 

3. Colorimetric detection methods: The colorimetric response of the hydrogel composite can be assessed through various methods, including 

visual observation, spectrophotometry, or image analysis. Visual observation involves visually inspecting the color changes in the hydrogel 

composite upon exposure to heavy metal ions. Spectrophotometry measures the absorbance or intensity of light at specific wavelengths to 

quantitatively analyze the color change. Image analysis techniques can be used to capture and analyze images of the hydrogel composite, 

enabling quantitative and automated detection of heavy metal ions. 

 

4. Calibration and quantification: Calibration curves are established by analyzing a series of standard solutions with known concentrations of 

heavy metal ions. This allows for the quantification of heavy metal concentrations in unknown samples based on the colorimetric response of 

the hydrogel composite. 

 

5. Selectivity and specificity: The selectivity and specificity of the hydrogel composite for heavy metal detection are important factors. The 

functional groups or nanoparticles should exhibit a specific response to the target heavy metal ions while minimizing interference from other 

ions or compounds present in the sample. 

 

6. Sensitivity and detection limits: Sensitivity refers to the ability of the hydrogel composite sensor to detect low concentrations of heavy metal 

ions. The detection limit is the lowest concentration of the heavy metal ion that can be reliably detected. Enhancing sensitivity and lowering the 

detection limit can be achieved through optimization of the hydrogel composite composition or incorporation of amplifying strategies, such as 

http://kjppor.com/index.php/kjpp/article/view/376
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signal amplification nanoparticles. 

 

7. Validation and application: The performance of the hydrogel composite sensors should be validated through comparison with established 

analytical methods or through testing with certified reference materials. Additionally, the hydrogel composite sensors can be applied to real-

world samples, such as environmental water samples or biological fluids, to assess their practical utility. 

 

III. APPLICATIONS: 
1. Environmental monitoring: Hydrogel composites can be used to detect heavy metal contamination in environmental samples such as water, 

soil, and air. They can provide a quick and cost-effective method for monitoring heavy metal levels in these samples. 

 

2. Industrial wastewater treatment: Hydrogel composites can be used in the treatment of industrial wastewater to remove heavy metals. The 

colorimetric detection of heavy metals allows for real-time monitoring of the effluent quality and ensures compliance with environmental 

regulations. 

 

3. Personal protective equipment manufacturing: Hydrogel composite materials can be incorporated into personal protective equipment, such as 

gloves or masks, to provide a colorimetric indication of heavy metal exposure. This can help protect workers in industries where heavy metal 

exposure is a concern. 

 

4. Food safety: Hydrogel composites can be used for the detection of heavy metal contamination in food products. They can provide a simple 

and sensitive method to determine if food is safe for consumption, ensuring consumer safety and adherence to food safety regulations. 

 

5. Medical diagnostics: Hydrogel composites can be used in medical devices for the early detection of heavy metal toxicity in patients. 

 

IV. CHEMICAL COMPOUNDS 
There are several chemical compounds that can be used in hydrogel composite materials for heavy metal colorimetric detection. Some common 

examples include: 

 

1. Chelating agents: Chelating agents, such as ethylenediaminetetraacetic acid (EDTA) or N,N'-bis(salicylidene)ethylenediamine (Salen), are 

often used in hydrogel composites to selectively bind with heavy metal ions. These chelating agents form complexes with the metal ions, 

resulting in a color change. 

 

2. Indicator dyes: Certain indicator dyes, such as dithizone, rhodanine, or organic dyes with azo or thiazole groups, can be incorporated into 

hydrogel composites. These dyes undergo a color change in the presence of specific heavy metal ions, allowing for visual detection. 

 

3. pH indicators: Some hydrogel composite materials utilize pH indicators, such as bromothymol blue or phenolphthalein, to detect heavy metal 

ions. The presence of heavy metal ions can cause a change in the pH of the hydrogel composite, leading to a color change. 

 

4. Redox indicators: Redox indicators, such as dithiozone or ferrocyanide complexes, can be used in hydrogel composites for heavy metal 

colorimetric detection. These indicators undergo a change in their oxidation-reduction state upon interaction with heavy metal ions, resulting in 

a color change. 

 

5. Fluorescent probes: In some cases, hydrogel composite materials can be designed to incorporate fluorescent probes that have a specific 

affinity for heavy metal ions. The binding of the heavy metal ions to the fluorescent probe can induce a change in fluorescence intensity or 

spectral properties, allowing for the detection of heavy metals. 

 

V. CONCLUSION 
In conclusion, hydrogel composite materials have shown great potential in the field of heavy metal colorimetric detection. They offer several 

advantages such as high sensitivity, selectivity, and cost-effectiveness. These materials can be used in various applications, including 

environmental monitoring, industrial wastewater treatment, personal protective equipment manufacturing, food safety, and medical diagnostics. 

With further research and development, hydrogel composite materials have the potential to revolutionize heavy metal detection methods, 

enabling faster and more accurate detection for improved environmental and human health. 
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Abstract: In recent years, the detection of heavy metals in various environmental and biological samples has 

garnered significant research attention due to their toxic nature and detrimental effects on human health. Numerous 

analytical techniques have been developed for the detection of heavy metals, including colorimetric methods that 

offer simplicity, cost-effectiveness, and high sensitivity. In this study, we present the synthesis and characterization 

of novel noble metal nanoparticle-based hydrogel composite materials for colorimetric detection of heavy metals. 

The hydrogel composites were prepared by incorporating noble metal nanoparticles, such as gold (Au), silver (Ag), 

and platinum (Pt), into a polymeric network. Various metal precursors and reducing agents were utilized to form the 

noble metal nanoparticles within the hydrogel matrix. The resulting materials were characterized using scanning 

electron microscopy (SEM), transmission electron microscopy (TEM), X-ray diffraction (XRD), and Fourier-transform 

infrared spectroscopy (FTIR) to investigate their morphology, crystal structure, and chemical composition. 

Keywords: Synthesis, Noble metal nanoparticles, Hydrogel, Composite materials, Colorimetric detection, Heavy 

metals 

 

I. Introduction:  

Heavy metals, such as lead, mercury, cadmium, and 

arsenic, pose significant threats to human health and 

the environment. Their presence in various sources, 

including water, soil, and food, necessitates the 

development of effective detection methods to 

ensure safety and minimize exposure risks. Among 

the different techniques available, colorimetric 

detection has gained attention due to its simplicity, 

cost-effectiveness, and high sensitivity. 

In this study, we focus on the synthesis of noble metal 

nanoparticle-based hydrogel composite materials for 

colorimetric detection of heavy metals. Hydrogels are 

three-dimensional crosslinked networks that can 

absorb and retain large amounts of water or other 

solvents. They possess unique properties, such as 

high porosity, good mechanical strength, and 

biocompatibility, making them suitable for various 

applications. 

The incorporation of noble metal nanoparticles into 

hydrogel matrices enhances their sensing capabilities. 

Noble metals, such as gold (Au), silver (Ag), and 

platinum (Pt), exhibit excellent stability, high 

conductivity, and strong surface plasmon resonance, 

which make them attractive candidates for sensing 

applications. These nanoparticles can undergo 

specific interactions with heavy metal ions, leading to 

changes in color that can be easily detected. 

To synthesize the noble metal nanoparticle-based 

hydrogel composites, we employ metal precursors 

and reducing agents that facilitate the formation of 

nanoparticles within the hydrogel network. Various 

characterization techniques, including scanning 

electron microscopy (SEM), transmission electron 

microscopy (TEM), X-ray diffraction (XRD), and 

Fourier-transform infrared spectroscopy (FTIR), are 

used to analyze the morphology, crystal structure, 

and chemical composition of the synthesized 

materials. 

The colorimetric detection of heavy metals in the 

hydrogel composites relies on the interaction 

between the heavy metal ions and the noble metal 

nanoparticles. When heavy metals are present in the 

sample, they bind to the nanoparticles and induce a 

visual or measurable change in the color of the 

hydrogel composite. This color change can be 

interpreted as a qualitative or quantitative indication 

of the heavy metal concentration in the sample. 
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Overall, the synthesis of noble metal nanoparticle-

based hydrogel composite materials presents a 

promising approach for colorimetric detection of 

heavy metals. By combining the advantages of noble 

metal nanoparticles and hydrogels, these composites 

offer great potential for sensitive and rapid heavy 

metal sensing, contributing to the development of 

effective strategies for environmental monitoring and 

human health protection. 

 

II. Background And Related Work 

Heavy metals, such as lead (Pb), mercury (Hg), 

cadmium (Cd), and arsenic (As), are considered 

hazardous pollutants due to their widespread 

presence in the environment and their detrimental 

effects on human health. Exposure to these heavy 

metals can lead to various health problems, including 

neurological disorders, organ damage, and even 

cancer. Therefore, the development of effective and 

sensitive detection methods for heavy metals is 

crucial for environmental monitoring and public 

health protection. 

Traditional methods for heavy metal detection 

include atomic absorption spectroscopy (AAS), 

inductively coupled plasma-mass spectrometry (ICP-

MS), and electrochemical techniques. Although these 

methods offer high accuracy and sensitivity, they 

often require expensive instrumentation and skilled 

personnel. Moreover, they are time-consuming and 

not suitable for on-site and real-time analysis. 

In recent years, colorimetric detection methods have 

attracted significant attention due to their simplicity, 

rapidity, and cost-effectiveness. Colorimetric 

detection relies on the principle that certain heavy 

metal ions can induce a visible color change in specific 

sensing materials. These materials, typically based on 

organic dyes or nanoparticles, offer a straightforward 

and qualitative approach for heavy metal detection. 

Several studies have focused on noble metal 

nanoparticle-based sensors for heavy metal 

detection. Noble metal nanoparticles, such as gold 

(Au), silver (Ag), and platinum (Pt), possess unique 

optical properties and surface plasmon resonance 

effects that make them suitable for colorimetric 

sensing. Various noble metal nanoparticle-based 

sensors have been developed using different 

strategies, including functionalization of the 

nanoparticles with specific ligands or receptors for 

heavy metal ions. These sensors have demonstrated 

high sensitivity and selectivity towards heavy metal 

detection. 

Hydrogels, on the other hand, are three-dimensional 

crosslinked networks that can efficiently absorb and 

retain water or other solvents. Their unique 

properties, such as high porosity and excellent 

mechanical strength, make them suitable for a wide 

range of applications, including drug delivery, tissue 

engineering, and sensing. Hydrogels have been 

utilized as a matrix for the immobilization of sensing 

materials, allowing for the development of robust and 

stable sensing platforms. 

The integration of noble metal nanoparticles into 

hydrogel matrices offers several advantages for heavy 

metal sensing. Firstly, the hydrogel provides a 

suitable environment for the dispersion and 

stabilization of noble metal nanoparticles, preventing 

aggregation and maintaining their optical properties. 

Secondly, the hydrogel matrix can enhance the 

interaction between the heavy metal ions and the 

noble metal nanoparticles, facilitating the 

colorimetric response. Additionally, the hydrogel 

composite materials can be easily fabricated into 

various forms, such as films, nanoparticles, or 

coatings, enabling their application in different 

detection systems. 

In summary, the synthesis of noble metal 

nanoparticle-based hydrogel composite materials for 

colorimetric detection of heavy metals represents an 

innovative approach in the field of heavy metal 

sensing. The combination of noble metal 

nanoparticles and hydrogels offers unique 

advantages in terms of sensitivity, selectivity, 

stability, and ease of use. These composite materials 

have the potential to be applied in various fields, 

including environmental monitoring, food safety, and 

industrial processes, contributing to improved heavy 

metal detection and ultimately, the protection of 

human health and the environment. 
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III. Literature study: 

1. Li, J., Wei, S., Song, Y., Qu, Z., & Gao, X. (2019). 

Colorimetric Detection of Mercury Ions in Aqueous 

Solution Based on Gold Nanoparticles-Hydrogel 

Composite Materials. Sensors and Actuators B: 

Chemical, 288, 699-705. 

 

This study focuses on the synthesis of a gold 

nanoparticle-based hydrogel composite material for 

the colorimetric detection of mercury ions. The 

researchers successfully incorporated gold 

nanoparticles into a hydrogel matrix and 

demonstrated the sensitivity and selectivity of the 

composite material towards mercury detection 

through a visible color change. 

 

2. Wu, J., Zhang, T., & Zhang, X. (2018). Hydrogel 

Composite Films Containing Silver Nanowires for 

Colorimetric Detection of Heavy Metal Ions. Analytica 

Chimica Acta, 1025, 151-160. 

 

In this study, the authors synthesized hydrogel 

composite films embedded with silver nanowires for 

the colorimetric detection of heavy metal ions. The 

composite films displayed a distinct color change 

upon exposure to various heavy metal ions, enabling 

the qualitative and quantitative detection of heavy 

metals in aqueous solutions. The sensitivity and 

selectivity of the composite films were investigated 

and found to be promising for heavy metal analysis. 

 

3. Wang, D., Kong, M., & Liu, B. (2017). Synthesis of 

Platinum Nanoparticle-Reinforced Hydrogel 

Composite Materials for Colorimetric Detection of 

Cadmium Ions. Analytical Methods, 9(11), 1757-1762. 

 

In this work, the researchers developed a platinum 

nanoparticle-reinforced hydrogel composite material 

for the colorimetric detection of cadmium ions. The 

composite material exhibited enhanced stability and 

catalytic properties, allowing for the specific 

detection of cadmium ions through a visible color 

change. The study demonstrated the potential of 

noble metal nanoparticle-based hydrogel composites 

in heavy metal sensing applications. 

 

4. Zhang, X., Li, J., Gao, X., Chen, X., & Zhang, L. (2016). 

Silver Nanoparticle-Embedded Sodium 

Alginate/Carboxymethyl Cellulose Hydrogel Beads for 

Visual Detection of Mercury(II) Ions. ACS Applied 

Materials & Interfaces, 8(43), 29764-29773. 

 

This study presents the synthesis of silver 

nanoparticle-embedded hydrogel beads for the visual 

detection of mercury(II) ions. The hydrogel beads 

were prepared by incorporating silver nanoparticles 

into a sodium alginate/carboxymethyl cellulose 

hydrogel matrix. The color change of the hydrogel 

beads in the presence of mercury ions was visually 

perceivable, allowing for easy and rapid detection of 

mercury contamination. 

 

5. Lin, Y., Rao, E., Chen, X., Li, J., & Zhang, X. (2014). 

Gold Nanoparticles Embedded in Alginate/Chitosan 

Hydrogel Beads for Colorimetric Detection of Heavy 

Metal Ions. RSC Advances, 4(101), 57795-57804. 

 

In this work, gold nanoparticles were embedded in 

alginate/chitosan hydrogel beads for the colorimetric 

detection of heavy metal ions. The composite beads 

exhibited excellent stability and selectivity towards 

heavy metal ions, allowing for their efficient 

detection through a visible color change. The study 

demonstrated the suitability of noble metal 

nanoparticle-based hydrogel composites for heavy 

metal sensing applications. 
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IV Chemical Reactions by Crosslink Components:  

 

 
Fig.1 Common methods for preparing composite materials of NMNPS and hydrogel 

 

 
Fig.2 (A) Working principle of DNAzyme cross-linked hydrogel for visual detection of lead ions; (B) Working 

principle of the volumetric bar-chart chip as visual readout device; 

(C) The linear response of ink bar distance to Pb2+ concentration 
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Fig.3 (A) Working principle of plasmonic nanohole array coupled by periodic NHA and NPs array; 

(B) Schematic diagram of the structure of the microcapsules immobilized in the alginate hydrogel and the SERS 

spectrum of the sensor's response to pH and urea 

 

Conclusion: 

In conclusion, the synthesis of noble metal 

nanoparticle-based hydrogel composite materials 

offers a promising approach for colorimetric 

detection of heavy metals. These composite materials 

combine the unique optical properties of noble metal 

nanoparticles with the advantageous properties of 

hydrogels, such as stability, porosity, and ease of 

fabrication. The specific interaction between the 

noble metal nanoparticles and heavy metal ions 

induces a visible color change in the composite 

material, allowing for the qualitative or quantitative 

detection of heavy metals. 

 

Through the reduction of metal precursors and 

incorporation of nanoparticles into the hydrogel 

matrix, stable and well-dispersed composite 

materials can be obtained. The choice of noble metal 

nanoparticles, such as gold, silver, or platinum, can be 

tailored depending on the specific heavy metal ions 

to be detected. The modification of the surface of 

noble metal nanoparticles with ligands or receptors 

enhances the selectivity and sensitivity of the 

composite material towards heavy metal ions, 

providing a reliable detection system. 

 

The colorimetric response of these composite 

materials to heavy metal ions offers several 

advantages, including simplicity, cost-effectiveness, 

and rapidity. This makes them suitable for on-site and 

real-time analysis, providing a valuable tool for 

environmental monitoring and ensuring public health 

protection. Additionally, the versatility of hydrogel 

composites allows for their adaptation into various 

forms, such as films, nanoparticles, or coatings, 

enabling their integration into different detection 

systems.  
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I.INTRODUCTION: 

In recent years, the detection and monitoring of 

heavy metal ions in various environmental, 

industrial, and biological samples have attracted 

significant attention due to their detrimental effects 

on human health and the environment. Traditional 

methods for heavy metal ion detection often require 

expensive and complex instrumentation, making 

them unsuitable for on-site and real-time analysis. 

To address this challenge, researchers have been 

exploring new sensing platforms that are not only 

sensitive but also cost-effective, portable, and user-

friendly. One such platform that has shown great 

promise is strong polyelectrolyte photonic 

hydrogels. 

Strong polyelectrolyte photonic hydrogels are 

hydrogel materials that possess both the polymeric 

network structure and the polyelectrolyte 

properties. These materials are designed to have a 

responsive behavior towards heavy metal ions, 

leading to distinct changes in their optical 

properties. 

The sensitivity of these hydrogels arises from their 

ability to interact with heavy metal ions through 

complexation or coordination interactions. When 

heavy metal ions are present, they can bind to the 

polymeric chains or network junctions of the 

hydrogel. This binding results in the aggregation or 

complexation of the metal ions, causing a 

significant change in the overall volume and 

structure of the hydrogel. 

Importantly, this volumetric change is associated 

with a color change due to the rearrangement of the 

colloidal arrays present within the hydrogel. The 

colloidal arrays in the hydrogel act as photonic 

crystals, selectively reflecting certain wavelengths 

of light and giving rise to a distinct color. By 

monitoring the color change, the presence and 

concentration of heavy metal ions can be 

determined. 

One of the key advantages of strong polyelectrolyte 

photonic hydrogels is their high sensitivity and 

selectivity towards heavy metal ions. The unique 

coordination chemistry between the polymeric 

network and the metal ions allows for the specific 

detection of different heavy metal species. This 

selectivity is crucial for accurate and reliable 

sensing in complex sample matrices. 

Furthermore, these photonic hydrogels exhibit 

several desirable properties for practical 

applications. They are simple to synthesize, cost-

effective, and can be easily fabricated into various 

formats such as films, membranes, or beads, 

making them compatible with different detection 

platforms. Additionally, their optical response can 

be easily observed with the naked eye, eliminating 

the need for specialized instruments. 

 

II. Cu2+ sensitive photonic film 

Cu2+ sensitive photonic films refer to thin films or 

coatings that undergo color changes in response to 

the presence of copper ions (Cu2+). These films are 

designed to exploit the optical properties of 

photonic crystals or colloidal arrays, enabling them 

to serve as visual indicators or sensors for the 

detection of Cu2+ ions. 

The development of Cu2+ sensitive photonic films 

relies on the principle of complexation or 

coordination between Cu2+ ions and specific 

ligands present in the film. These ligands can be 

incorporated into the thin film matrix, creating a 

responsive environment for Cu2+ ions. When 

Cu2+ ions interact with the ligands, they form 

coordination complexes, which then induce 

changes in the film's structural arrangement or 

refractive index. 

These structural changes in the film lead to a shift 

in the wavelengths of light that are reflected or 

diffracted, resulting in a visible color change. By 

simply observing the color change with the naked 

eye or using optical instruments, the presence and 

concentration of Cu2+ ions can be determined. 

The design and fabrication of Cu2+ sensitive 

photonic films require careful consideration of the 

film's composition, thickness, and structure. The 

selection of ligands with high affinity and 

selectivity for Cu2+ ions is crucial to ensure a 

reliable and specific response. Additionally, the 

film's microstructure and arrangement of colloidal 

arrays need to be optimized for sufficient 

sensitivity and rapid response. 

Cu2+ sensitive photonic films offer several 

advantages for Cu2+ ion detection. They are non-

destructive, allowing for real-time monitoring and 

repeated measurements. Furthermore, they can be 

incorporated into various substrates or devices, 

such as papers, fabrics, or electronic systems, 

making them suitable for versatile applications. 

 

III. Preparation of ion-sensitive photonic film 

1. Selection of a suitable photonic material: Start 

by selecting a material that exhibits a photonic 

effect, such as a colloidal crystal or a photonic 

crystal polymer. These materials have unique 

optical properties, such as selective light reflection 

or diffraction, which can be utilized for sensing 

applications. 

2. Synthesis of the photonic material: Prepare the 

chosen photonic material using appropriate 

synthesis techniques. For example, if using a 

colloidal crystal, synthesizing monodisperse 

colloidal particles through methods like 
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precipitation, sol-gel synthesis, or emulsion 

polymerization can be employed. If using a 

photonic crystal polymer, the polymer can be 

synthesized through techniques like 

photopolymerization or thermal curing. 

3. Incorporation of ion-sensitive component: 

Introduce an ion-sensitive component into the 

photonic material. This component is responsible 

for selectively interacting with the target ions and 

inducing the desired color change. Ligands or 

receptors specific to the target ions are typically 

used as the ion-sensitive component. These ligands 

or receptors can be functionalized onto the surface 

of the colloidal particles or incorporated into the 

polymer matrix. 

4. Film formation: The photonic material, along 

with the ion-sensitive component, needs to be 

transformed into a film or coating. This can be 

accomplished through various techniques 

depending on the material and application 

requirements. For instance, spin coating, dip 

coating, or layer-by-layer assembly techniques can 

be used for colloidal crystal films. Polymer 

photonic films can be formed by casting, spin 

coating, or solvent evaporation methods. 

5. Film characterization and optimization: 

Characterize the optical properties of the ion-

sensitive photonic film using techniques such as 

UV-visible spectroscopy, ellipsometry, or scanning 

electron microscopy. Optimize the film thickness, 

composition, and arrangement of the photonic 

structures to ensure maximum sensitivity and 

detectability for the target ions. 

6. Sensing experiments: Validate the ion-sensing 

capability of the film by exposing it to solutions 

containing the target ions. Observe the color 

change visually or measure the shift in wavelength 

through spectroscopic techniques. Quantify the 

response of the film to different concentrations of 

the target ions to establish a calibration curve or 

determine a detection limit. 

 

IV. Preparation of silica colloidal crystals 

Silica colloidal crystals are primarily composed of 

silicon dioxide (SiO2), which is the chemical 

compound for silica. The formula for silicon 

dioxide (silica) is SiO2. In a colloidal crystal, 

numerous colloidal particles of SiO2 are arranged 

in an ordered, periodic structure. 

1. Synthesis of monodisperse silica colloidal 

particles: Start by synthesizing monodisperse silica 

colloidal particles through a sol-gel method. This 

involves hydrolysis and condensation reactions of 

a precursor, such as tetraethyl orthosilicate 

(TEOS), in the presence of a catalyst and a 

surfactant. This synthesis can be controlled to 

obtain desired particle sizes and morphologies. 

2. Colloidal particle purification: Once the 

colloidal particles are synthesized, they need to be 

purified to remove any impurities or unreacted 

chemicals. This can be done through centrifugation 

or dialysis methods, which separate the colloidal 

particles from the liquid phase. 

3. Particle dispersion: Next, disperse the purified 

colloidal particles in a suitable solvent, such as 

ethanol or water. The concentration of the colloidal 

particles should be optimized based on the desired 

film thickness and packing structure. 

4. Manipulation of particle self-assembly: To form 

colloidal crystal structures, the colloidal particles 

need to self-assemble into ordered arrays. This can 

be achieved through various techniques: 

 

a. Gravity sedimentation: Allow the colloidal 

particles to sediment under gravity, leading to the 

formation of face-centered cubic (FCC) or body-

centered cubic (BCC) colloidal crystals. Control 

the sedimentation rate by adjusting the particle 

concentration and solvent viscosity. 

b. Evaporation-induced self-assembly: Spread the 

colloidal particle dispersion on a substrate and let it 

dry under controlled evaporation conditions. As the 

solvent evaporates, the colloidal particles self-

organize into ordered structures. By manipulating 

the evaporation rate and environmental conditions, 

different packing structures can be achieved. 

c. Langmuir-Blodgett technique: Use the 

Langmuir-Blodgett method to transfer a monolayer 

of colloidal particles from an air-water interface 

onto a solid substrate. Repeat this process multiple 

times to build up a multilayer colloidal crystal 

structure. 

 

5. Film stabilization and consolidation: Once the 

colloidal crystal structure is formed, it needs to be 

stabilized to prevent its disintegration. This can be 

done by infiltrating the interstitial spaces between 

the colloidal particles with a polymer or other 

suitable materials. The infiltrated material fills the 

voids and fixes the colloidal particles in their 

ordered arrangement. 

6. Film drying and annealing: Dry the infiltrated 

colloidal crystal film slowly to ensure the removal 

of solvents and achieve film consolidation. 

Annealing the film at a controlled temperature can 

further enhance the packing order and structural 

stability of the colloidal crystals. 

 

IV. Applications: 

1. Environmental monitoring: Hydrogel 

composites can be used to detect heavy metal 

contamination in environmental samples such as 
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water, soil, and air. They can provide a quick and 

cost-effective method for monitoring heavy metal 

levels in these samples. 

2. Industrial wastewater treatment: Hydrogel 

composites can be used in the treatment of 

industrial wastewater to remove heavy metals. The 

colorimetric detection of heavy metals allows for 

real-time monitoring of the effluent quality and 

ensures compliance with environmental 

regulations. 

3. Personal protective equipment manufacturing: 

Hydrogel composite materials can be incorporated 

into personal protective equipment, such as gloves 

or masks, to provide a colorimetric indication of 

heavy metal exposure. This can help protect 

workers in industries where heavy metal exposure 

is a concern. 

4. Food safety: Hydrogel composites can be used 

for the detection of heavy metal contamination in 

food products. They can provide a simple and 

sensitive method to determine if food is safe for 

consumption, ensuring consumer safety and 

adherence to food safety regulations. 

5. Medical diagnostics: Hydrogel composites can 

be used in medical devices for the early detection 

of heavy metal toxicity in patients. 

 

VI. chemical compounds 

There are several chemical compounds that can be 

used in hydrogel composite materials for heavy 

metal colorimetric detection. Some common 

examples include: 

1. Chelating agents: Chelating agents, such as 

ethylenediaminetetraacetic acid (EDTA) or N,N'-

bis(salicylidene)ethylenediamine (Salen), are often 

used in hydrogel composites to selectively bind 

with heavy metal ions. These chelating agents form 

complexes with the metal ions, resulting in a color 

change. 

2. Indicator dyes: Certain indicator dyes, such as 

dithizone, rhodanine, or organic dyes with azo or 

thiazole groups, can be incorporated into hydrogel 

composites. These dyes undergo a color change in 

the presence of specific heavy metal ions, allowing 

for visual detection. 

3. pH indicators: Some hydrogel composite 

materials utilize pH indicators, such as 

bromothymol blue or phenolphthalein, to detect 

heavy metal ions. The presence of heavy metal ions 

can cause a change in the pH of the hydrogel 

composite, leading to a color change. 

4. Redox indicators: Redox indicators, such as 

dithiozone or ferrocyanide complexes, can be used 

in hydrogel composites for heavy metal 

colorimetric detection. These indicators undergo a 

change in their oxidation-reduction state upon 

interaction with heavy metal ions, resulting in a 

color change. 

5. Fluorescent probes: In some cases, hydrogel 

composite materials can be designed to incorporate 

fluorescent probes that have a specific affinity for 

heavy metal ions. The binding of the heavy metal 

ions to the fluorescent probe can induce a change 

in fluorescence intensity or spectral properties, 

allowing for the detection of heavy metals. 

 

VII. Conclusion 

In conclusion, strong polyelectrolyte photonic 

hydrogels have emerged as a highly sensitive and 

effective platform for colorimetric sensing of heavy 

metal ions. These hydrogels possess both the 

polymeric network structure and the 

polyelectrolyte properties, enabling them to 

undergo significant volumetric changes and exhibit 

distinct color changes in response to heavy metal 

ions. 

The sensitivity of these hydrogels is attributed to 

their ability to specifically interact with heavy 

metal ions through complexation or coordination 

interactions. This interaction leads to the 

aggregation or complexation of metal ions with the 

polymeric chains or network junctions, resulting in 

a macroscopic response that can be observed 

visually. The color change in the hydrogel is 

directly related to the structural rearrangement of 

the colloidal arrays within the hydrogel. 

Furthermore, strong polyelectrolyte photonic 

hydrogels offer high selectivity towards specific 

heavy metal ions. This selectivity arises from the 

unique coordination chemistry between the metal 

ions and the polymeric network, allowing for the 

discrimination of different heavy metal species. 

The selectivity and sensitivity of these hydrogels 

make them suitable for various applications in 

environmental monitoring, industrial analysis, and 

biological sensing. 
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Abstract: 

In recent years, the fields of cryptography and mathematical optimization have gained significant attention due 

to their wide range of applications in various domains. Mathematical optimization techniques aim to find the 

best possible solution to a given problem by optimizing a set of variables under certain constraints. On the 

other hand, cryptographic algorithms are designed to secure sensitive information from unauthorized access 

by using mathematical computations. 

As the need for secure and efficient optimization algorithms continues to grow, researchers have started 

exploring the integration of cryptographic algorithms into mathematical optimization frameworks. This 

integration holds great potential in enhancing the performance and security of optimization procedures, 

thereby benefiting various industries such as finance, healthcare, and logistics. 

Keywords:  Cryptographic algorithms, Mathematical optimization, Efficiency 

 

1. Introduction 

This paper will provide an overview of both 

cryptographic algorithms and mathematical 

optimization techniques. It will delve into the 

concept of integrating crypto algorithms into 

optimization frameworks, discussing the potential 

benefits and challenges associated with this 

integration. Furthermore, this study will present 

experimental results to demonstrate the 

effectiveness and efficiency of such 

implementations. 

Crypto algorithms can be applied in mathematics 

to provide secure and private computation, data 

protection, and authentication. Here are some 

commonly used crypto algorithms in mathematics: 

1. RSA (Rivest-Shamir-Adleman): RSA is a widely 

used asymmetric encryption algorithm that utilizes 

the difficulty of factoring large numbers. It is 

commonly used for secure data transmission, 

digital signatures, and key exchange protocols. 

2. Diffie-Hellman: Diffie-Hellman is a key exchange 

algorithm that allows two parties to establish a 

shared secret key over an insecure channel. It is 

commonly used in cryptographic protocols and 

secure communication. 

3. Elliptic Curve Cryptography (ECC): ECC is an 

asymmetric encryption algorithm that uses points 

on an elliptic curve to perform encryption and 

decryption operations. It provides the same level 

of security as RSA but with smaller key sizes, 

making it more efficient. 

4. Homomorphic Encryption: Homomorphic 

encryption allows computations to be performed 

on encrypted data without decrypting it, ensuring 

privacy. It is used in secure multiparty computation 

and outsourcing of computation tasks. 

5. Shamir's Secret Sharing: Shamir's Secret Sharing 

is a cryptographic algorithm used for dividing a 

secret into multiple shares. These shares are 

distributed among different participants, and the 

secret can only be reconstructed when a sufficient 

number of shares are combined. It is used in 

secure secret storage and distributed key 

management. 

6. Zero-Knowledge Proofs: Zero-Knowledge Proofs 

(ZKPs) allow one party to prove knowledge of a 

secret without revealing the secret itself. ZKPs are 

used in cryptographic protocols to provide 

authentication and privacy-preserving 

computations. 

7. Secure Multi-Party Computation (MPC): MPC 

protocols enable multiple parties to jointly 

compute a function over their private inputs 

without exposing those inputs. They are used in 

collaborative mathematical optimizations, 

auctions, and privacy-preserving machine learning. 

 

2 Overview of Cryptographic Algorithms 

2.1 Symmetric Key Algorithms 

Symmetric key algorithms for mathematical 

optimization involve mathematical calculations to 

perform encryption and decryption operations 
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efficiently. While the details of these calculations 

are quite complex and beyond the scope of a brief 

response, I can provide a high-level overview of 

some mathematical concepts that underlie 

symmetric key algorithms.  

1. Substitution: Symmetric key algorithms often 

utilize substitution operations, where specific bit 

patterns or characters are replaced with other bit 

patterns or characters according to predefined 

rules or tables. These substitution operations can 

involve mathematical calculations such as modular 

arithmetic or bitwise XOR. 

2. Permutation: Permutation operations rearrange 

the order of bits or characters in the input data. 

These operations may utilize mathematical 

concepts like permutations and rearrangements of 

elements. 

3. Key Expansion: In many symmetric key 

algorithms, the original secret key undergoes a key 

expansion process to generate a set of round keys. 

This process may involve mathematical 

calculations, such as bitwise rotations, modular 

arithmetic, or matrix operations. 

4. XOR Operations: Symmetric key algorithms 

often employ bitwise XOR (exclusive OR) 

operations, where two bit patterns are combined 

based on their truth table values. XOR calculations 

are frequently used for various stages within 

cryptographic algorithms. 

5. Block Operations: Many symmetric key 

algorithms operate on fixed-size blocks of data. 

These algorithms use mathematical calculations to 

process the block data efficiently, such as matrix 

multiplications or modular arithmetic operations. 

Mathematical optimization is a powerful tool used 

to improve and optimize various processes and 

systems, including cryptographic algorithms. One 

common use of mathematical optimization in the 

context of crypto algorithms is to improve the 

efficiency and security of encryption and 

decryption processes. 

For example, mathematical optimization 

techniques could be used to: 

1. Optimize the parameters of cryptographic 

algorithms: Mathematical optimization algorithms 

such as genetic algorithms or simulated annealing 

can be used to search for the best parameters for 

cryptographic algorithms, such as key lengths, S-

boxes, or permutation functions, to enhance the 

security and efficiency of the encryption and 

decryption processes. 

2. Minimize cryptographic overhead: Mathematical 

optimization can be used to minimize the 

computational overhead of cryptographic 

algorithms by optimizing the implementation of 

algorithms, reducing the number of operations 

required for encryption and decryption, and 

minimizing memory usage. 

3. Enhance cryptanalysis techniques: Optimization 

techniques can be used to improve cryptanalysis 

methods, such as differential and linear 

cryptanalysis, to find weaknesses in cryptographic 

algorithms and develop more effective attacks. 

To conduct a study on cryptographic algorithms 

using mathematical optimization, researchers can 

explore the following steps: 

1. Identify the cryptographic algorithm or process of 

interest, such as symmetric or asymmetric 

encryption, hashing, or digital signatures. 

2. Define the specific optimization goals, such as 

improving efficiency, enhancing security, or 

reducing computational complexity. 

3. Develop mathematical models to represent the 

cryptographic algorithm and the optimization 

goals. 

4. Apply appropriate optimization techniques, such 

as linear programming, integer programming, or 

metaheuristic algorithms, to solve the 

mathematical models and achieve the 

optimization goals. 

5. Evaluate the optimized cryptographic algorithm 

using performance benchmarks, security analysis, 

or real-world testing. 

By applying mathematical optimization to the 

study of cryptographic algorithms, researchers can 

make significant contributions to the field of 

cryptography, leading to the development of more 

secure and efficient cryptographic systems. 

 

3. Applications: 

1. Key Generation Optimization: Mathematical 

optimization can be applied to generate 

cryptographic keys that maximize security while 

minimizing the key length and computational 

complexity. This can lead to more efficient and 

secure key generation processes in various 

cryptographic applications. 
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2. Algorithm Parameter Tuning: Optimization 

techniques can be used to fine-tune the 

parameters of cryptographic algorithms, such as 

the number of rounds, S-box designs, or key 

schedules, to enhance their resistance against 

attacks and improve overall performance. 

3. Side-Channel Attack Mitigation: Mathematical 

optimization can aid in designing cryptographic 

systems that are resilient to side-channel attacks 

by optimizing the implementation of algorithms to 

minimize leakage of information through timing, 

power consumption, or electromagnetic 

emanations. 

4. Hybrid Algorithm Selection: Optimization methods 

can be utilized to determine the best combination 

of different cryptographic algorithms for specific 

applications, balancing security, speed, and 

resource constraints. 

5. Post-Quantum Cryptography: With the advent of 

quantum computing, optimization techniques can 

assist in the search for cryptographic algorithms 

that are resistant to quantum attacks, optimizing 

parameters and designs for future-proof security. 

 

4. Crypto Algorithms Design Steps: 

When applying mathematical optimization to the 

design of cryptographic algorithms, several key 

considerations come into play. Here's an outline of 

the process and potential considerations in this 

context: 

1. Objective Definition: The first step in the study 

involves defining the objectives of the 

optimization, such as maximizing security, 

minimizing computational overhead, or enhancing 

resistance to specific types of attacks. 

2. Formulation of Models: Researchers need to 

develop mathematical models that represent the 

cryptographic algorithms and their associated 

parameters. This involves encoding the problem of 

algorithm design into mathematical expressions 

and constraints. 

3. Optimization Techniques: Various optimization 

techniques can be employed, such as linear 

programming, integer programming, genetic 

algorithms, or simulated annealing. Each 

technique has its advantages and is chosen based 

on the nature of the specific cryptographic 

algorithm being optimized. 

4. Parameter Optimization: The study may focus on 

optimizing parameters such as key length, 

substitution boxes, round counts, or other 

algorithm-specific parameters with the goal of 

enhancing the overall security and efficiency of the 

cryptographic algorithm. 

5. Performance Evaluation: After the optimization 

process, it's essential to evaluate the performance 

of the newly designed algorithm, considering 

factors such as speed, resistance to attacks, and 

overall security. This phase can involve thorough 

testing against known cryptographic attacks and 

performance benchmarks. 

6. Trade-off Analysis: Consideration of trade-offs 

between various aspects, such as security, speed, 

and resource utilization is crucial. Optimization 

should seek to strike a balance among these 

factors, and the design must be evaluated with a 

comprehensive perspective. 

 

Conclusion: 

In conclusion, the application of mathematical 

optimization in the study of cryptographic 

algorithms offers a powerful approach to 

enhancing the security and efficiency of encryption 

and decryption processes. By utilizing optimization 

techniques, researchers can address various 

aspects of cryptographic algorithm design, 

parameter tuning, and performance evaluation, 

ultimately contributing to the advancement of 

cryptographic systems. This approach enables the 

optimization of key generation, algorithm 

parameters, and the mitigation of side-channel 

attacks. 

Furthermore, the rise of quantum computing 

necessitates the exploration of post-quantum 

cryptography, and optimization methods can assist 

in the search for algorithms resistant to quantum 

attacks. This approach not only focuses on 

maximizing security but also considers the trade-

offs between security, speed, and resource 

utilization. 

By integrating mathematical optimization into the 

study of cryptographic algorithm design, 

researchers can develop more robust and efficient 

cryptographic systems capable of withstanding 

evolving cybersecurity threats. This paves the way 

for advancements that are essential in ensuring 

the integrity and confidentiality of data in various 
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domains, including cybersecurity, financial 

transactions, and data privacy. 
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Abstract: 
This research paper investigates the integration of cryptographic algorithms into mathematical 
optimization techniques. The aim is to explore the application of crypto algorithms in 
enhancing the efficiency and security of mathematical optimization procedures. The paper 
provides an overview of both cryptography and optimization algorithms, discussing their 
integration and presenting experimental results to demonstrate their potential benefits. The 
findings reveal improved optimization performance and increased security when utilizing 
crypto algorithms in mathematical optimization. The paper highlights the significance of this 
integration in modern optimization techniques and offers insights into the future possibilities 
of integrating cryptography into mathematical optimization frameworks. 
Keywords:  Cryptographic algorithms, Mathematical optimization, Efficiency 
 
1. Introduction 
In recent years, the fields of cryptography and mathematical optimization have gained 
significant attention due to their wide range of applications in various domains. Mathematical 
optimization techniques aim to find the best possible solution to a given problem by optimizing 
a set of variables under certain constraints. On the other hand, cryptographic algorithms are 
designed to secure sensitive information from unauthorized access by using mathematical 
computations. 
As the need for secure and efficient optimization algorithms continues to grow, researchers 
have started exploring the integration of cryptographic algorithms into mathematical 
optimization frameworks. This integration holds great potential in enhancing the performance 
and security of optimization procedures, thereby benefiting various industries such as finance, 
healthcare, and logistics. 
The main objective of this study is to investigate the implications and advantages of 
implementing crypto algorithms in mathematical optimization techniques. By leveraging the 
principles of cryptography, researchers aim to develop more advanced and secure optimization 
algorithms that can withstand potential attacks on sensitive data and ensure privacy in 
computation. 
 
This paper will provide an overview of both cryptographic algorithms and mathematical 
optimization techniques. It will delve into the concept of integrating crypto algorithms into 
optimization frameworks, discussing the potential benefits and challenges associated with this 
integration. Furthermore, this study will present experimental results to demonstrate the 
effectiveness and efficiency of such implementations. 
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1.1 Background 
Cryptographic algorithms have been widely used in various applications to ensure security 
and protect sensitive information. However, they can also be applied to other domains such 
as mathematical optimization. 
 
Mathematical optimization is the process of finding the best solution for a given problem, 
typically involving minimizing or maximizing a certain objective function subject to a set 
of constraints. Many real-world problems, such as resource allocation, scheduling, and 
logistics, can be formulated as optimization problems. 
 
Crypto algorithms can be used to implement mathematical optimization algorithms in a 
secure and efficient manner. One of the key advantages of using crypto algorithms is their 
ability to hide sensitive information and protect it from unauthorized access. This is 
particularly important in optimization problems where the objective function or the 
constraints may involve confidential data. 
 
For example, in resource allocation problems, sensitive information such as costs, 
capacities, and availability of resources can be encrypted using crypto algorithms. This 
ensures that only authorized parties can access and modify this information, preventing 
any unauthorized manipulation of the optimization process. 

1.2 Problem Statement 
1. Efficiency and Accuracy: Analyze the impact of crypto algorithms on the efficiency and 
accuracy of mathematical optimization algorithms. Compare the performance of crypto-
based implementations with traditional optimization methods in terms of computation 
time, solution quality, and convergence speed. 
 
2. Security and Privacy: Evaluate the effectiveness of crypto algorithms in ensuring the 
security and privacy of sensitive information in mathematical optimization. Assess the 
vulnerabilities and limitations of existing encryption techniques and propose 
improvements to enhance the confidentiality of data in optimization problems. 
 
3. Collaborative Optimization: Investigate the application of crypto algorithms in 
collaborative optimization scenarios involving multiple parties with conflicting objectives. 
Design secure protocols that enable efficient and fair coordination among the parties, while 
protecting their individual interests and ensuring trust among them. 
 
4. Scalability and Robustness: Study the scalability and robustness of crypto algorithms in 
handling large-scale optimization problems. Examine the computational requirements and 
potential limitations of encryption techniques when applied to complex optimization 
models and data sets. 

1.3 Objectives 
1. Security: Ensure the confidentiality, integrity, and availability of sensitive information 
involved in mathematical optimization problems. Implement encryption and cryptographic 
techniques to protect data from unauthorized access, tampering, and manipulation. 
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2. Privacy Protection: Safeguard the privacy of individuals and organizations involved in 
optimization problems. Use cryptographic algorithms to anonymize or pseudonymize data and 
ensure that personally identifiable information (PII) is not disclosed. 
 
3. Secure Collaboration: Enable secure collaboration and cooperation among multiple parties 
involved in optimization, such as stakeholders, suppliers, and customers. Use crypto algorithms 
to establish trusted communication channels and privacy-preserving protocols for sharing 
information, exchanging data, and coordinating efforts. 
 
4. Fairness and Trust: Implement cryptographic protocols to ensure fairness and trust among 
parties with conflicting objectives in collaborative optimization scenarios. Enable verifiable 
computations, secure auctions, and secure multiparty computation techniques for fair resource 
allocation and decision-making. 
 
5. Scalability and Efficiency: Develop efficient and scalable implementations of crypto-based 
mathematical optimization algorithms. Explore optimization techniques that leverage the 
strengths of cryptographic algorithms to handle large-scale problems and deliver 
computationally tractable solutions. 
1.4 Scope and Limitations 
1. Mathematical Optimization Problems: The scope of crypto algorithms based 
implementations of mathematical optimization primarily involves solving various types of 
optimization problems, such as linear programming, integer programming, network 
optimization, and combinatorial optimization. 
2. Security and Privacy: The focus is on enhancing the security and privacy of sensitive 
information involved in optimization problems. This includes ensuring confidentiality, 
integrity, and availability of data, as well as protecting the privacy of individuals and 
organizations. 
 
3. Collaborative Optimization: The scope includes exploring secure and efficient protocols for 
collaborative optimization scenarios involving multiple stakeholders with conflicting 
objectives. This encompasses fair resource allocation, secure auctions, and secure multiparty 
computation techniques. 
 
4. Real-world Applications: The implementation of crypto algorithms in mathematical 
optimization can be applied to a wide range of real-world scenarios, including but not limited 
to supply chain management, transportation planning, financial portfolio optimization, and 
energy resource allocation. 
 
Limitations: 
1. Computational Overhead: The use of crypto algorithms in mathematical optimization can 
introduce a significant computational overhead. Encryption, decryption, and other 
cryptographic operations may add computational complexity, leading to increased execution 
times and resource requirements. 
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Conclusion: 
In conclusion, the use of crypto algorithms, such as cryptographic protocols and encryption 
techniques, in the implementation of mathematical optimization techniques offers several 
benefits.  
 
First and foremost, crypto algorithms provide a high degree of security and privacy to the 
optimization process. By incorporating encryption mechanisms, the sensitive data involved in 
the optimization problem can be protected, ensuring that it remains confidential and can only 
be accessed by authorized parties. This is particularly crucial when dealing with sensitive tasks, 
such as financial optimization or healthcare resource allocation, where data privacy is of utmost 
importance. 
 
Additionally, crypto algorithms can enhance the efficiency and scalability of mathematical 
optimization implementations. By employing distributed computing techniques, encrypted data 
can be processed in parallel across multiple machines or nodes, resulting in faster and more 
efficient optimization algorithms. This enables the handling of large-scale optimization 
problems that would be otherwise computationally infeasible. 
 
Furthermore, crypto algorithms can facilitate secure and trustless collaborations between 
multiple parties. Through the use of cryptographic protocols, optimization algorithms can be 
executed in a decentralized manner, with each participant contributing their encrypted data and 
computation power. This allows for collaborative optimization without the need for a trusted 
intermediary or the risk of compromising sensitive information. 
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Abstract. In the field of mathematical optimization, the integration of cryptography algorithms offers 

an innovative approach to design and state the optimization process. By leveraging cryptographic techniques, 
the design and state of mathematical optimization can be enhanced in terms of security, privacy, and 
efficiency. This abstract explores the potential benefits and applications of crypto algorithms in the context of 
designing and state representation in mathematical optimization. 

 
One of the key advantages of employing crypto algorithms is the assurance of data security. By 

utilizing symmetric key algorithms, sensitive optimization data can be securely encrypted, ensuring 
confidentiality while being transmitted or stored. Additionally, asymmetric key algorithms enable secure 
communication and data integrity through digital signatures, providing non-repudiation and authentication. 

 
Crypto algorithms also facilitate secure collaborations among multiple optimization entities. By 

employing secure multiparty computation and cryptographic protocols, participants can jointly perform 
optimization tasks without compromising the privacy of their respective data. This fosters cooperation in 
complex optimization scenarios and encourages the exchange of encrypted information while preserving 
confidentiality. 

 
Keywords: Cryptographic algorithms, Mathematical optimization, Efficiency 

 

1. Introduction 
Moreover, the efficiency of mathematical optimization can be improved by integrating crypto algorithms. 

Distributed computing techniques, parallel processing, and cryptographic protocols allow for faster execution of 

optimization algorithms, enabling the handling of large-scale problem instances with reduced computational 

complexities. 

 

By incorporating crypto algorithms, the design and state representation of mathematical optimization undergo a 

fundamental shift towards enhanced security, privacy, and efficiency. Through the application of symmetric and 

asymmetric key algorithms, data confidentiality and integrity are assured. Collaboration among optimization 

entities becomes trusted and decentralized, while computational efficiency is increased. 

 

Crypto algorithms can be applied in mathematics to provide secure and private computation, data protection, 

and authentication. Here are some commonly used crypto algorithms in mathematics: 

 

2. Overview of Cryptographic Algorithms 
2.1 Symmetric Key Algorithms 

Symmetric key algorithms for mathematical optimization involve mathematical calculations to perform 

encryption and decryption operations efficiently. While the details of these calculations are quite complex and 

beyond the scope of a brief response, I can provide a high-level overview of some mathematical concepts that 

underlie symmetric key algorithms.  

 

1. Substitution: Symmetric key algorithms often utilize substitution operations, where specific bit patterns or 

characters are replaced with other bit patterns or characters according to predefined rules or tables. These 

substitution operations can involve mathematical calculations such as modular arithmetic or bitwise XOR. 

2. Permutation: Permutation operations rearrange the order of bits or characters in the input data. These 

operations may utilize mathematical concepts like permutations and rearrangements of elements. 

3. Key Expansion: In many symmetric key algorithms, the original secret key undergoes a key expansion 

process to generate a set of round keys. This process may involve mathematical calculations, such as bitwise 

rotations, modular arithmetic, or matrix operations. 
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4. XOR Operations: Symmetric key algorithms often employ bitwise XOR (exclusive OR) operations, where 

two bit patterns are combined based on their truth table values. XOR calculations are frequently used for various 

stages within cryptographic algorithms. 

5. Block Operations: Many symmetric key algorithms operate on fixed-size blocks of data. These algorithms use 

mathematical calculations to process the block data efficiently, such as matrix multiplications or modular 

arithmetic operations. 

 

3. Strategy of Design Algorithm  
Designing cryptographic algorithms involves a combination of mathematical principles, security considerations, 

and optimization techniques. While creating a new cryptographic algorithm is a complex and specialized task 

that requires a deep understanding of cryptography, here's a high-level approach for integrating mathematical 

optimization into the design process: 

 

Algorithm Structure: Begin by defining the structure of the cryptographic algorithm, including its components 

such as key generation, encryption, and decryption. Based on the desired security properties, determine the 

specific mathematical operations involved in each step. 

 

Threat Model and Security Goals: Identify the potential threats the algorithm should withstand, such as brute-

force attacks, differential cryptanalysis, or side-channel attacks. Formulate the specific security goals the 

algorithm should achieve, considering factors such as resistance to attacks, computational complexity, and 

flexibility in key management. 

 

Mathematical Modeling: Develop mathematical models to capture the algorithm's design, security goals, and 

performance characteristics. This can involve formulating the algorithm's operations, key scheduling, and any 

non-linear functions using mathematical expressions. 

 

Optimization Objectives: Define the objectives of mathematical optimization, such as maximizing security 

against a specific type of attack, minimizing computational overhead, or optimizing key generation processes. 

Consider the trade-offs between various objectives, such as security, speed, and resource utilization, and identify 

the key parameters that can be optimized. 

 

Optimization Techniques: Select appropriate optimization techniques based on the nature of the algorithm and 

its parameters. This may include the use of mathematical programming, evolutionary algorithms, or heuristic 

search methods to optimize the algorithm's parameters and structures. 

 

Evaluation and Validation: After optimizing the algorithm's design, evaluate its performance using 

standardized cryptographic testing methods and benchmarks. This includes assessing its resistance against 

known attacks, computational efficiency, and the overall security properties achieved through the optimization 

process. 

 

Iterative Refinement: The design and optimization of cryptographic algorithms often involve an iterative 

process. Refining the algorithm based on the evaluation results and considering feedback from domain experts 

and security analysts is crucial to ensure its robustness and effectiveness. 

 

Implementation: 

Designing cryptographic algorithms involves complex mathematical and computational concepts. While I can 

provide a high-level outline, I don't have the capability to create complete cryptographic algorithms or their 

mathematical equations due to their highly specialized nature and security implications. However, I can 

illustrate a simplified example to demonstrate the integration of mathematical optimization into the design of 

cryptographic algorithms. 

 

Let's consider the design of a simplified encryption algorithm. In this example, we'll use a basic mathematical 

operation (addition) for simplicity, although real-world encryption algorithms involve much more complex 

operations. 

 

Objective Function: Suppose we want to design an encryption algorithm with a specific security objective 

(e.g., maximize security against brute-force attacks) while minimizing computational overhead. We can define 

an objective function that combines these two considerations: 

Objective Function (Maximize) = Security Level - Computational Overhead 

http://sjisscandinavian-iris.com/index.php/sjis/article/view/745
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Algorithm Structure: The encryption algorithm can be represented by a set of mathematical equations and 

operations. For simplicity, let's consider a basic addition-based encryption scheme: 

o Encryption: Ciphertext = (Plaintext + Key) mod N 

o Decryption: Plaintext = (Ciphertext - Key) mod N 

 

Where: 

o Plaintext: Original message 

o Ciphertext: Encrypted message 

o Key: Encryption key 

o N: Modulus used in the algorithm 

 

Mathematical Optimization: We can use optimization techniques to determine the optimal value for the 

modulus N and the encryption key to maximize the security level while minimizing the computational overhead. 

Example: 

o Maximize Security: Find the optimal modulus N that maximizes the complexity of brute-force attacks. 

o Minimize Computational Overhead: Find the encryption key that minimizes the computational 

complexity of encryption and decryption operations. 

 

Optimization Techniques: Various optimization techniques can be employed, such as mathematical 

programming, genetic algorithms, or heuristic methods, to solve the optimization problem and determine the 

optimal values for N and the encryption key. 

 

4. Discussion: 
Designing cryptographic algorithms and incorporating mathematical optimization involves a careful balance 

between security, performance, and algorithmic complexity. Here is a discussion on the integration of 

mathematical optimization in the design of cryptographic algorithms: 

 

Security Objectives: Cryptographic algorithms aim to provide strong security guarantees. When leveraging 

mathematical optimization, the primary security objectives must be clearly defined, such as resistance to known 

attacks, robust key management, and ensuring the confidentiality, integrity, and authenticity of data. 

 

Mathematical Modeling: Cryptographic algorithms involve mathematical operations, such as modular 

arithmetic, exponentiation, and permutation functions. Designers must express these operations mathematically 

and model the algorithm to capture the relationships between its components. 

 

Optimization Objectives: The integration of mathematical optimization assists in refining cryptographic 

algorithms to achieve specific objectives. For instance, optimization can focus on maximizing the entropy of 

keys generated by the algorithm to enhance resistance against brute-force attacks. Another objective might be to 

minimize the computational complexity of encryption and decryption operations while maintaining a high level 

of security. 

 

Algorithm Parameters: Mathematical optimization can be utilized in determining optimal parameters within 

the cryptographic algorithm, such as the selection of S-boxes in block ciphers or the choice of prime numbers in 

asymmetric encryption schemes. These parameters can be optimized to enhance security and efficiency. 

 

Optimization Techniques: Mathematical optimization encompasses a range of techniques, including linear and 

nonlinear programming, evolutionary algorithms, and heuristic methods. Designers can employ these techniques 

to solve complex optimization problems and arrive at the best parameters and structures for the cryptographic 

algorithm. 

 

Trade-offs and Sensitivity Analysis: During the design process, it's crucial to consider the trade-offs between 

security and performance. Mathematical optimization can aid in conducting sensitivity analysis, exploring how 

changes in parameter values affect security and performance metrics, identifying robust designs that perform 

well across a range of scenarios. 

 

Evaluation and Assurance: While mathematical optimization can inform the design process, the resulting 

algorithm must undergo rigorous evaluation and assurance. Expert analysis, cryptographic testing, and 

validation against known attacks are vital to ensure the algorithm's real-world security. 

Conclusion: 
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In conclusion, the integration of mathematical optimization techniques into the design of cryptographic 

algorithms holds significant potential for advancing the security and efficiency of cryptographic systems. By 

leveraging mathematical optimization, algorithm designers can strive for the optimal balance between security 

and performance characteristics, resulting in stronger and more robust cryptographic solutions. 

The process of integrating mathematical optimization into the design of cryptographic algorithms involves: 

 

Defining Security Objectives: Articulating specific security objectives, such as resistance to attacks, efficient 

key management, and the preservation of data integrity and confidentiality. 

 

Mathematical Modeling: Representing cryptographic operations using mathematical expressions and models to 

capture the intricate relationships within the algorithm. 

 

Optimization Objectives: Setting optimization goals, which can include maximizing security, minimizing 

computational complexity, and optimizing parameters to enhance overall performance. 

 

Algorithm Parameter Optimization: Using optimization techniques to determine the best parameters for the 

cryptographic algorithm, such as key lengths, S-box designs, or permutation functions. 

 

Trade-offs and Sensitivity Analysis: Considering trade-offs between security and performance and conducting 

sensitivity analysis to gauge the impact of parameter variations on the algorithm's security and efficiency. 

 

Evaluation and Validation: Subjecting the optimized algorithm to rigorous evaluation, including cryptographic 

testing and validation against known attacks, to ensure its real-world security. 

 

The iterative refinement of cryptographic algorithms through the application of mathematical optimization 

contributes to the development of robust, efficient, and secure cryptographic solutions. This process is essential 

in addressing the evolving landscape of cybersecurity threats and the increasing demand for more resilient 

cryptographic tools in various applications, including cybersecurity, financial transactions, and data protection. 

Furthermore, as cryptographic systems face emerging challenges such as quantum computing, the integration of 

mathematical optimization provides a systematic approach to designing post-quantum cryptographic algorithms 

that are capable of withstanding future threats. 
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Abstract: Cloud computing is a powerful technology to perform massive-scale and complex computing. It eliminates the need to 
maintain expensive computing hardware, dedicated space, and software. Massive growth in the scale of data or big data 
generated through cloud computing has been observed. Addressing big data is a challenging and time-demanding task that 
requires a large computational infrastructure to ensure successful data processing and analysis. The rise of big data in cloud 
computing is reviewed in this study. The definition, characteristics, and classification of big data along with some discussions on 
cloud computing are introduced. The relationship between big data and cloud computing, big data storage systems, and Hadoop 
technology are also discussed. Furthermore, research challenges are investigated, with focus on scalability, availability, data 
integrity, data transformation, data quality, data heterogeneity, privacy, legal and regulatory issues, and governance. Lastly, 
open research issues that require substantial research efforts are summarized. This paper introduces several big data processing 
techniques from system and application aspects here provide an organized picture of challenges that are focused by the 
application developers and DBMS designers in developing cum deployment of the internet scale applications. Then we see about 
the security issues in the cloud computing along with the big data and Hadoop. We show some possible solutions for the issues of 
the cloud computing and Hadoop. 
Keywords: Big Data, Cloud Computing, Hadoop, Map Reduce, HDFS (Hadoop Distributed File System) 
 

I. INTRODUCTION 
The successful paradigm for the service oriented programming is the cloud computing. It has revolutionized the way of computing 
infrastructure’s abstraction and usage. The elasticity, pay per use, low upfront investment, transfer of risks are few of the major 
enabling characteristics that makes the cloud computing the ubiquitous platform for deploying economically feasible enterprise 
infrastructure settings. Distributed databases had been the boon of vision for research for few decades. But changes in the data 
patterns and applications has made way for the new type of storage called key value storage which are now being widely used by 
various enterprises. In the domain of Map reduce [1] and open source implementation of the same known as the Hadoop [2] has 
been used by majority of the industry and academics.  
Hadoop increases the usability and performance [3, 4].HDFS has become a Very helping tool to maintain and store the complex 
data. Big data has becoming more available and understandable to computers. What is big data? The question arrives. Big data is the 
representation of progress of the human cognitive processes, usually includes data sets with sizes that is beyond the current 
technology’s capability.  
The data which is very fast, has various varieties and requires new type of the processing forms to enable decision making, insight 
discovery and optimization of process. In order for analyzing the data and for identification of patterns it is very important for us to 
store the data securely, manage and sharing of complex data on cloud. Since cloud involves extensive complexity, we feel its ideal 
to make enhancements in securing cloud than showing holistic solutions. In this paper we provide a comprehensive background 
study of state of art systems.  
Identification of critical aspects in design of various systems and scope of the systems. We show up some approaches in security 
provision through a scalable system to handle large number of sites and also has the capability to process large and massive amounts 
of data. We also provide the status of big data studies and related works, aiming at providing a overview of managing big data and 
its applications. BIG DATA Big data is a word used for description of massive amounts of data which are either structured, semi 
structured or unstructured.  
The data if it is not able to be handled by the traditional databases and software tech ologies then we categorize such data as big data. 
The term big data [5] is originated from the web companies who used to handle loosely structured or unstructured data. The big data 
is defined using three v’s. 1) Volume: many factors contribute for the increase in volume like storage of data, live streaming etc. 2) 
Variety: various types of data is to be supported. 3) Velocity: the speed at which the files are created and processes are carried out 
refers to the velocity 
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Fig 1 shows a typical bug data representation./ The areas for example that comes in big data are shown. 

 
Technologies not only supports the collections of large amounts such data effectively. Transactions that are made all over the world 
in a Bank, Walmart customer transactions, and Facebook users generating social interaction data Are few examples for big data 
usage. I.  

 
II. HADOOP 

This is a freely available java based programming framework supporting for the processing of large sets of data in a distributed 
computing environment. Using Hadoop, big amount of data sets can be processed over cluster of servers and apps may be run on 
system with thousands of nodes involving terabyes of information. This lowers the risk of system failure even when a huge number 
of nodes fail.it enables a scalable, flexible, fault tolerant computing solution. HDFS[6], a file system spanning all nodes in a Hadoop 
cluster for data storage links the file systems on local nodes to make it onto a very large file system thus improving the reliability 

 
Fig 2: Hadoop structure 

 
1) Task trackers are responsible for running the tasks that the job tracker assigns them 
2) Job trackers has two primary responsibilities which are managing the cluster resources and scheduling all user jobs 
3) Data engine consists of all the information about the processing the data 
4) Fetch manager helps to fetch the data while particular task is running. 
 

III. MAP REDUCE 
Map reduce[7] framework is used to write apps that process a large amounts of data in a reliable and fault tolerant way. The 
application is initially divided into individual chunks which are processed by individual map jobs in parallel. The output of map 
sorted by a framework and then sent to the reduce tasks. The monitoring is taken care by the framework. 
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Fig 3: Map reduce 

 
The input data is divided into individual chunks and are provided for processing by the map task. These map task process the data 
in parallel and the result from the map task is then provided to the reduce task where the results that are generated in parallel by 
the map task are consolidated and the reduced report is given as output. 
 
A. Big Data Applications 
In the current age of data explosion, parallel processing is very much essential for performing a massive volume of data in a 
timely manner. Parallelization techniques and algorithms are used to achieve better scalability and performance for processing big 
data. Map reduce is a very popularly used tool or model used in industry and academics. The two major advantages of map reduce 
are encapsulation of data storage, distribution, replication details. It is very simple for use by the programmers to code for the 
map reduce task. Since the map reduce is schema free and index free, it requires parsing of each records at the reading point. Map 
reduce has received a lot of attentiveness in the fields of data mining, information retrieval, image retrieval etc. 
The computation becomes difficult to be handled by traditional data processing which triggers the development of big data 
apps[8]. Big data provides an infrastructure for maintaining transparency in manufacturing industry, which has been having the 
ability to unreveal uncertainties that exists in the component performance and availability. Another application of the big data is 
the field of bioinformatics [9] which requires large scale data analysis. 
 
B. Advantages of Big Data 
The big data allows an individual to analyze the threats he/she faces internally by naooing onto the entire data landscape over the 
company using the rich set of tools that the software supporting the big data provides. This is an important advantage of big data 
since it allows the user to make the data safe and secure. The speed, capacity and scalability of cloud storage provides a mere 
advantage for the company and organization. Big data even allows the end users to visualize the data and companies can find 
new business opportunities. Data analytics is one more notable advantage of the big data where in which the individual is allowed 
to personalize the content or to look and feel the real time websites. 
 

IV. CHALLENGES AND DISCUSSIONS 
We live in the period of the big data where we can gather more information from daily life of human being. So far, researchers are 
unable to unify the features that are more essential to big data, many think that big data is something which we cannot process using 
existing technology, theory or any methods of such kind. However the world has become helpless since enormous amount of data is 
being generated by science,business and even society. Big data has posed many challenges to the IT industry. 
 
A. Big Data Management 
The needs of the big data are not being satisfied by the current technologies and the speed of increasing storage capacity is much 
less compared to the data. Thus a revolution reconstruction of information framework is needed very much. For this we need to 
design a hierarchical architecture for storage. The heterogeneous data are not efficiently handled by the efficient 
Algorithms that exist now and thus we need to even design a very efficient algorithm for the effective handling of the 
heterogeneous data. 
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B. Necessity of Security in big Data 
The big data is used by many of the business but they may not have assets from perspective of the security. If any security threat 
occurs to big data, it may come out with even more serious issue. Nowadays, companies use this technology to store data of 
petabyte range regarding to the company, business and customers. This result in severe criticality for classification of information.to 
secures the data we either need to encrypt, log or use honeypot techniques. The challenge of detecting threats and malicious 
intruders, must be solved using big data style analysis. 
Analysis and computation of big data: Speed is the main thing when we look up for querying in the big data. However the process 
may be time consuming only because of the reason that it cannot traverse all related data in the whole database in a short time. 
While the big data is getting complicated, the indices in the big data are aiming at the simple type of the data. The traditional serial 
algorithm is inefficient for this big data. 
 
C. Proposed Approaches For Security Of Big Data In Cloud Computing Environment 
Here we present few security measures that can be used to improve the cloud computing environment. 
1) Encryption: Since the data in any syatem will be present in a cluster, a hacker can easily steal the data from the system. This 

may become a serious issue for any company or organization to safeguard their data. To avoid this, we may go for encrypting 
the data. Different encryption mechanisms can be used omn different systems and the keys generated should be stored secretly 
behind firewalls. By choosing this method the data of the user may be kept securely. 

2) Nodes Authentication: The node must be authenticated whenever it joins the cluster. If the node turns out to be a malicious 
cluster then such nodes must not be authenticated. 

3) Honeypot Nodes: The honeypot nodes appears to be like a regular node but is a trap. It automatically traps the hackers and will 
not allow any damage to happen to the data. 

4) Access Control: The differential privacy and access control in the distributed environment will be a good measure of security. 
To prevent the information from leaking we use a SELinux[17]. The Security Enhanced Linux is a feature that provides the 
mechanism for supporting access control security policy through the use of linux Security modules in linux kernels. 

 
V. CONCLUSIONS 

This paper gave a description of a systematic flow of survey of the big data in the environment of cloud computing. We discussed 
about the applications, advantages and challenges faced by big data when used over a cloud computing environment. We proposed 
few solutions to safeguard the data in the cloud computing environment. In future, the challenges are need to be overcome and make 
way for the even more efficient use of the big data by the user on a cloud computing environment. It is very much needed that the 
computer scholars and IT professionals to cooperate and make a successful and long term use of cloud computing nd explore new 
ideas for the usage of the big data over cloud environment. 
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Abstract 

The green synthesis of nanoparticles utilising various plant components expands the horizons of phytochemists while discouraging the 

use of hazardous chemicals. In this paper, we present an environmentally benign and low-cost approach for producing silver 

nanoparticles (AgNPs) by employing Andean blackberry fruit extracts as both a reducing and capping agent. UV-visible, transmission 

electron microscopy (TEM), dynamic light scattering (DLS), X-ray diffraction (XRD), and Fourier transform infrared (FTIR) 

spectroscopy were used to characterise the green synthesised AgNPs. UV-vis spectroscopy at max = 435 nm was used to examine the 

production of AgNPs. TEM study of AgNPs revealed a crystalline, spherical shape with a size range of 12-50 nm, while XRD peaks 

of 38.04°, 44.06°, 64.34°, and 77.17° proved the crystalline structure of AgNPs. 

 

Keywords: green method, nanoparticle synthesis, AgNPs, FTIR. 
 

I. INTRODUCTION 
The green synthesis method offers several advantages over traditional methods. Firstly, it eliminates the use of toxic chemicals, ensuring a 

more eco-friendly approach. This reduction in toxic substances not only reduces the environmental footprint associated with nanoparticle 

synthesis but also enhances the safety for researchers and operators involved in the process. Moreover, the green method is cost-effective, as it 

employs low-cost plant extracts or bio-waste products as starting materials. This aspect makes nanoparticle synthesis more accessible and 

economically feasible for various applications. 

 

 1. Chemical Precipitation: This method involves the controlled reaction of precursor chemicals in a solvent to form nanoparticles. It is a 

relatively simple and cost-effective technique, but it may lack control over the size, shape, and composition of the particles. 

 

2. Sol-Gel Method: This process involves the transformation of a solution or colloid into a solid gel phase, followed by drying and sintering to 

form nanoparticles. The sol-gel method allows for precise control over the particle size and composition and is widely used for synthesizing 

metal oxide nanoparticles. 

 

3. Vapor-Phase Deposition: In this technique, nanoparticles are synthesized by condensing vapors of precursor materials onto a substrate. 

Vapor-phase deposition methods include physical vapor deposition (PVD) and chemical vapor deposition (CVD). These methods offer high 

purity and control over particle size and composition but require specialized equipment. 

 

4. Laser Ablation: Laser ablation involves the use of a high-energy laser to generate nanoparticles from a target material immersed in a liquid. 

This method allows for the synthesis of nanoparticles with excellent purity and control over size, shape, and composition. It isparticularly 

useful for producing metal and metal oxide nanoparticles. 

 

5. Electrochemical Deposition: This method utilizes an electrochemical cell to deposit nanoparticles onto an electrode surface. By manipulating 

the electrode potential and electrolyte composition, particle size and morphology can be controlled. Electrochemical deposition is commonly 

used for synthesizing nanoparticles of metals and alloys. 

 

6. Microemulsion Method: This approach involves the dispersion of reactants in an emulsion consisting of water, oil, and surfactants. By 

manipulating the emulsion conditions, such as pH, temperature, and surfactant concentration, nanoparticles can be synthesized with precise 

control over size and shape. The microemulsion method is particularly suitable for producing nanoparticles with narrow size distributions. 

 

7. Biological Synthesis: Also known as green synthesis, this method utilizes biological organisms, such as bacteria, fungi, and plants, to 

synthesize nanoparticles. These organisms serve as templates or bio-reducing agents to convert metal salts into nanoparticles. Biological 

synthesis offers an eco-friendly and cost-effective approach to nanoparticle production. 

http://kjppor.com/index.php/kjpp/article/view/377
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Fig 1:Different types of processes for the synthesis of nanoparticles. 

 

Furthermore, the green synthesis method significantly reduces energy consumption compared to conventional methods. This aspect is crucial in 

achieving sustainability and addressing the energy-intensive nature of nanoparticle synthesis. The utilization of natural reducing agents from 

plant extracts or bio-waste products not only reduces the energy required for nanoparticle synthesis but also provides control over the size, 

shape, and stability of the resulting nanoparticles. This control is essential in tailoring the properties of nanoparticles for specific applications, 

such as electronics, medicine, and catalysis. 

 

 
Fig 2: Schematic diagram depicting green synthesis of silver nanoparticles 

 

Synthesis of AgNPs: 

Silver nitrate, AgNO3, 99.0%, was obtained from Spectrum in the United States, and DPPHradical dot, >99.5%, was obtained from Sigma 

Aldrich in the United States. The ABFE was made using the previous procedure (Kumar et al., 2015c). Fresh blackberry fruit (5 g) was 

carefully cleaned and cooked (62-65 °C) in 50 mL of deionized water for 60 minutes. The red colour extract was filtered using Whatman paper 

No. 1 after cooling. For green synthesis, 1.0 mL of ABFE was combined with a solution of AgNO3 (10 mL, 1 mM) and maintained at 25 °C. 

The emergence of a yellowish-orange solution with the passage of time confirmed the green synthesis of AgNPs. 
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Radical scavenging activity 

The free radical scavenging activity of the AgNPs was determined using the DPPHradical dot technique, which was modified slightly from 

Kumar et al., 2014b, and Kumar et al., 2014d. An aliquot (1000-200 L) of AgNPs or control and (1000-1800 L) of H2O were combined with 

2.0 mL of 100% methanol containing 20 M (DPPHradical dot, 0.2 N). The mixture was vortexed violently and left to stand at room 

temperature in the dark for 30 minutes. The mixture's absorbance at 517 nm was measured spectrophotometrically, and the free radical 

scavenging activity was determined using Eq. (1):  

 

 
 

All samples' scavenging percentages were plotted. The final result was given as a percentage of the free radical scavenging activity of 

DPPHradical dots (mM). 

 

Characterization of AgNPs: 

A UV-visible single beam spectrophotometer (Thermo Spectronic, GENESYSTM 8, England) was used to characterise the synthesised AgNps. 

Digital images of transmission electron microscopy (TEM) and selected area electron diffraction (SAED) were captured (FEI Tecnai G2 spirit 

twin). Dynamic light scattering (DLS) apparatus (HORIBA LB -550) was used to examine the hydrodynamic size distributions and 

polydispersity index (PDI) of nanoparticles. X-ray diffraction (XRD) experiments on nanoparticle thin films were performed with a 

PANalytical brand -2 configuration (generator-detector) X-ray tube copper = 1.54 and EMPYREAN diffractometer. To determine the 

functional groups involved in nanoparticle formation, FTIR-ATR spectra were acquired on a Perkin Elmer (Spectrum two) spectrophotometer. 

 

II. RESULTS AND DISCUSSION 
The visual investigations of AgNPs synthesis over 48 hours at room temperature are shown in Fig. 3. The addition of ABFE to an aqueous 

AgNO3 solution produced a yellowish orange colour due to surface plasmon resonance (SPR), which is greatly influenced by particle size, 

dielectric medium, and chemical surroundings (Kumar et al., 2014b, Kumar et al., 2015a, Kumar et al., 2015b). UV-visible spectroscopy was 

used to conveniently analyse the reduction of aqueous Ag+ ions by ABFE. The absorption spectra shows no peaks in the 380-480 nm region 

during the first 0.5 hours of synthesis, but after 3.5 hours, a new peak arises in the same range. The synthesis of AgNPs began within 3.5 hours 

of Ag+ ions contacting the ABFE, according to the results. 

 

The typical SPR of spherical and aggregated AgNPs is shown by a large absorption peak at max = 435 nm and considerable absorption at >700 

nm with time (Kumar et al., 2014a, Zou et al., 2007). As a result, UV-visible spectroscopy is an appropriate approach for preliminary 

prediction of AgNPs generation (see Fig. 4). 

 

 
Fig 3: (a) 1 mM AgNO3, (b) ABFE and (c) AgNPs. 

 

http://kjppor.com/index.php/kjpp/article/view/377
http://kjppor.com/index.php/kjpp/article/view/377
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/nanoparticle
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Fig 4:  UV–visible absorbance spectra of as prepared AgNPs at different time intervals. 
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Abstract:  

Nanoparticles have gained significant attention due to their unique properties and various applications in fields 

such as electronics, medicine, and catalysis. However, traditional nanoparticle synthesis methods often involve 

the use of harmful chemicals and energy-intensive processes, leading to environmental pollution and high 

production costs. Therefore, there is a growing need for the development of efficient and sustainable green 

methods for nanoparticle synthesis. This abstract focuses on an innovative green method for nanoparticle 

synthesis that utilizes environmentally friendly materials and reduces energy consumption. The method 

involves the use of plant extracts or bio-waste products as reducing agents and stabilizers to facilitate the 

synthesis of nanoparticles. The plant extracts or bio-waste products are rich in phytochemicals or biomolecules 

that can efficiently bind to metal ions and reduce them to form nanoparticles. These phytochemicals act as 

natural reducing agents and possess unique properties that control the size, shape, and stability of the 

nanoparticles. 
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INTRODUCTION: 

The synthesis of nanoparticles has become a 

significant area of research due to their unique 

properties and diverse applications in various 

fields. However, traditional methods of 

nanoparticle synthesis often involve the use of 

toxic chemicals and energy-intensive processes, 

posing significant environmental concerns and 

increasing production costs. Consequently, there is 

a growing necessity for the development of 

efficient and sustainable green methods for 

nanoparticle synthesis.In recent years, a 

considerable amount of research has focused on the 

use of environmentally friendly materials and 

processes to synthesize nanoparticles. One such 

method involves the utilization of plant extracts or 

bio-waste products as reducing agents and 

stabilizers for nanoparticle synthesis. These plant 

extracts or bio-waste products contain 

phytochemicals or biomolecules that possess 

inherent properties to efficiently reduce metal ions 

and produce nanoparticles. 

The green synthesis method offers several 

advantages over traditional methods. Firstly, it 

eliminates the use of toxic chemicals, ensuring a 

more eco-friendly approach. This reduction in toxic 

substances not only reduces the environmental 

footprint associated with nanoparticle synthesis but 

also enhances the safety for researchers and 

operators involved in the process. Moreover, the 

green method is cost-effective, as it employs low-

cost plant extracts or bio-waste products as starting 

materials. This aspect makes nanoparticle synthesis 

more accessible and economically feasible for 

various applications. 

Furthermore, the green synthesis method 

significantly reduces energy consumption 

compared to conventional methods. This aspect is 

crucial in achieving sustainability and addressing 

the energy-intensive nature of nanoparticle 

synthesis. The utilization of natural reducing agents 

from plant extracts or bio-waste products not only 

reduces the energy required for nanoparticle 

synthesis but also provides control over the size, 

shape, and stability of the resulting nanoparticles. 

This control is essential in tailoring the properties 

of nanoparticles for specific applications, such as 

electronics, medicine, and catalysis. 

 

BACKGROUND AND RELATED WORK 

Background: 

Nanoparticles, with their unique properties and a 

wide range of applications, have attracted 

considerable attention from researchers in recent 

years. Traditional methods of nanoparticle 

synthesis involve the use of toxic chemicals and 

energy-intensive processes, leading to 

environmental pollution and high production costs. 

Therefore, there is a growing need to develop 

efficient and sustainable green methods for 

nanoparticle synthesis. 

 

Related Work: 

Several studies have focused on the development of 

green methods for nanoparticle synthesis using 

plant extracts or bio-waste products as reducing 

agents and stabilizers. For example, Gole et al. 

(2001) reported the synthesis of gold nanoparticles 

using plant extracts such as tea, coffee, and 

cinnamon. They found that the natural compounds 

present in these extracts acted as reducing agents 

and stabilizers, leading to the formation of stable 

gold nanoparticles with controllable sizes. 

In another study, Kumar et al. (2014) utilized neem 

leaf extract as a reducing agent for the synthesis of 

silver nanoparticles. They demonstrated that the 

phytochemicals present in the neem leaf extract 

effectively reduced silver ions, resulting in the 

formation of silver nanoparticles with 

antimicrobial properties. 

Additionally, Gupta et al. (2017) employed bio-

waste products such as fruit peels and vegetable 

extracts for the green synthesis of copper 

nanoparticles. They observed that the bioactive 

compounds in these waste products acted as 

reducing agents, facilitating the synthesis of stable 

copper nanoparticles with enhanced catalytic 

activity. 

Furthermore, the green synthesis of metal oxide 

nanoparticles has also been explored. For instance, 

Khan et al. (2015) used green tea extract to 

synthesize zinc oxide nanoparticles. They found 

that the polyphenols present in the green tea extract 

played a crucial role in reducing zinc ions and 

controlling the size and morphology of the 

resulting nanoparticles. 

These studies highlight the potential of plant 

extracts and bio-waste products as effective and 

sustainable alternatives to traditional methods of 

nanoparticle synthesis. By harnessing the reducing 

and stabilizing properties of these natural materials, 

researchers have been able to synthesize 

nanoparticles with specific properties suitable for a 

range of applications. 

 

I.Literature study: 

1. Li, J., Wei, S., Song, Y., Qu, Z., & Gao, X. 

(2019). Colorimetric Detection of Mercury Ions in 

Aqueous Solution Based on Gold Nanoparticles-

Hydrogel Composite Materials. Sensors and 

Actuators B: Chemical, 288, 699-705. 

This study focuses on the synthesis of a gold 

nanoparticle-based hydrogel composite material 

for the colorimetric detection of mercury ions. The 
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researchers successfully incorporated gold 

nanoparticles into a hydrogel matrix and 

demonstrated the sensitivity and selectivity of the 

composite material towards mercury detection 

through a visible color change. 

 

2. Wu, J., Zhang, T., & Zhang, X. (2018). Hydrogel 

Composite Films Containing Silver Nanowires for 

Colorimetric Detection of Heavy Metal Ions. 

Analytica Chimica Acta, 1025, 151-160. 

In this study, the authors synthesized hydrogel 

composite films embedded with silver nanowires 

for the colorimetric detection of heavy metal ions. 

The composite films displayed a distinct color 

change upon exposure to various heavy metal ions, 

enabling the qualitative and quantitative detection 

of heavy metals in aqueous solutions. The 

sensitivity and selectivity of the composite films 

were investigated and found to be promising for 

heavy metal analysis. 

 

3. Wang, D., Kong, M., & Liu, B. (2017). Synthesis 

of Platinum Nanoparticle-Reinforced Hydrogel 

Composite Materials for Colorimetric Detection of 

Cadmium Ions. Analytical Methods, 9(11), 1757-

1762. 

In this work, the researchers developed a platinum 

nanoparticle-reinforced hydrogel composite 

material for the colorimetric detection of cadmium 

ions. The composite material exhibited enhanced 

stability and catalytic properties, allowing for the 

specific detection of cadmium ions through a 

visible color change. The study demonstrated the 

potential of noble metal nanoparticle-based 

hydrogel composites in heavy metal sensing 

applications. 

 

4. Zhang, X., Li, J., Gao, X., Chen, X., & Zhang, L. 

(2016). Silver Nanoparticle-Embedded Sodium 

Alginate/Carboxymethyl Cellulose Hydrogel 

Beads for Visual Detection of Mercury(II) Ions. 

ACS Applied Materials & Interfaces, 8(43), 29764-

29773. 

This study presents the synthesis of silver 

nanoparticle-embedded hydrogel beads for the 

visual detection of mercury(II) ions. The hydrogel 

beads were prepared by incorporating silver 

nanoparticles into a sodium 

alginate/carboxymethyl cellulose hydrogel matrix. 

The color change of the hydrogel beads in the 

presence of mercury ions was visually perceivable, 

allowing for easy and rapid detection of mercury 

contamination. 

 

5. Lin, Y., Rao, E., Chen, X., Li, J., & Zhang, X. 

(2014). Gold Nanoparticles Embedded in 

Alginate/Chitosan Hydrogel Beads for 

Colorimetric Detection of Heavy Metal Ions. RSC 

Advances, 4(101), 57795-57804. 

In this work, gold nanoparticles were embedded in 

alginate/chitosan hydrogel beads for the 

colorimetric detection of heavy metal ions. The 

composite beads exhibited excellent stability and 

selectivity towards heavy metal ions, allowing for 

their efficient detection through a visible color 

change. The study demonstrated the suitability of 

noble metal nanoparticle-based hydrogel 

composites for heavy metal sensing applications. 

 

IV Chemical Reactions by Crosslink Components: 

 
Fig.1 Common methods for preparing composite materials of NMNPS and hydrogel 
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Fig.2 (A) Working principle of DNAzyme cross-linked hydrogel for visual detection of lead ions; (B) 

Working principle of the volumetric bar-chart chip as visual readout device; (C) The linear response of ink 

bar distance to Pb2+ concentration 

 

 
Fig.3 (A) Working principle of plasmonic nanohole array coupled by periodic NHA and NPs array; (B) 

Schematic diagram of the structure of the microcapsules immobilized in the alginate hydrogel and the SERS 

spectrum of the sensor's response to pH and urea 

 

Conclusion: 

In conclusion, the synthesis of noble metal 

nanoparticle-based hydrogel composite materials 

offers a promising approach for colorimetric 

detection of heavy metals. These composite 

materials combine the unique optical properties of 

noble metal nanoparticles with the advantageous 

properties of hydrogels, such as stability, porosity, 

and ease of fabrication. The specific interaction 

between the noble metal nanoparticles and heavy 

metal ions induces a visible color change in the 

composite material, allowing for the qualitative or 

quantitative detection of heavy metals. 

Through the reduction of metal precursors and 

incorporation of nanoparticles into the hydrogel 

matrix, stable and well-dispersed composite 

materials can be obtained. The choice of noble 

metal nanoparticles, such as gold, silver, or 

platinum, can be tailored depending on the specific 

heavy metal ions to be detected. The modification 
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of the surface of noble metal nanoparticles with 

ligands or receptors enhances the selectivity and 

sensitivity of the composite material towards heavy 

metal ions, providing a reliable detection system. 

The colorimetric response of these composite 

materials to heavy metal ions offers several 

advantages, including simplicity, cost-

effectiveness, and rapidity. This makes them 

suitable for on-site and real-time analysis, 

providing a valuable tool for environmental 

monitoring and ensuring public health protection. 

Additionally, the versatility of hydrogel 

composites allows for their adaptation into various 

forms, such as films, nanoparticles, or coatings, 

enabling their integration into different detection 

systems. 
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Abstract: Nanotechnology is a very new and growing technology with numerous uses. It entails the production 

and utilisation of materials with dimensions ranging from 1 to 100 nm. Nowadays, a wide range of 

physicochemical techniques are employed to synthesise nanoparticles (NPs). However, biogenic reduction of 

metal precursors to produce matching NPs is more environmentally friendly, less expensive, and free of chemical 

impurities for medical and biological applications where NP purity is critical. Biogenic reduction, like chemical 

reduction, is a "Bottom Up" technique in which a reducing agent is replaced by an extract of a natural substance 

with inherent stabilising, growth terminating, and capping capabilities. Furthermore, the size and shape of NPs 

are influenced by the nature of biological entities in varied concentrations in combination with reducing 

chemical agents. The current review focuses on the green synthesis of Ag, Au, Cu, Fe, Pd, Ru, PbS, CdS, CuO, 

CeO2, Fe3O4, TiO2, and ZnO NPs using microorganisms or plants, as well as their prospective applications. 

Keywords: green method, nanoparticle synthesis, AgNPs, FTIR  

 

Introduction:  

Nanoparticles (NPs) with dimensions ranging from 

1-100 nm serve as a link between bulk materials 

and atomic or molecular structures (Kaushik et al. 

2010). Because of their small size, huge surface area 

with free dangling bonds, and higher reactivity than 

their bulk counterparts (Kubik and Sugisaka 2002; 

Daniel and Astruc 2004; Zharov et al. 2005), they 

have surprising and fascinating features. Scientists 

have been aware of biological organisms' potential 

to decrease metal precursors since the nineteenth 

century, but the methods remain unknown. 

The advancement of efficient green synthesis that 

employs natural reducing, capping, and stabilising 

agents without the need of hazardous, expensive 

chemicals and high energy consumption has drawn 

researchers to biological approaches (Mukherjee et 

al. 2001; 

Rapid industrialization, urbanisation, and 

population growth are causing the earth's 

atmosphere to deteriorate and a massive number 

of toxic and undesired compounds to be 

discharged. It is now imperative to learn about the 

secrets hidden in nature and its natural products, 

which will lead to breakthroughs in the synthesis of 

NPs. Furthermore, NPs are commonly used in 

human contact regions, and there is a rising need to 

develop synthesis procedures that do not rely on 

severe hazardous chemicals. As a result, 

green/biological NP synthesis is a viable alternative 

to chemical and physical approaches. 

 

Green production of nanoparticles and their 

impacts: 

 Green production of nanoparticles refers to the 

use of environmentally friendly and sustainable 

methods for synthesizing nanoparticles. These 

methods aim to minimize the use of hazardous 

materials, reduce energy consumption, and 

decrease waste generation, thus reducing the 

environmental impact associated with nanoparticle 

production.  

There are several benefits and impacts of green 

production of nanoparticles: 

1. Environmental Sustainability: Green synthesis 

methods often use natural and renewable 

resources, such as plants, bacteria, or fungi, as 

reducing agents or templates for nanoparticle 

synthesis. This reduces the dependency on toxic 

chemicals and energy-intensive processes, making 

nanoparticle production more sustainable and 

environmentally friendly. 

2. Reduced Waste and Pollution: Traditional 

nanoparticle synthesis methods often involve the 

use of toxic chemicals and generate hazardous by-

products. Green synthesis methods minimize or 

eliminate the use of such chemicals, resulting in 

reduced waste generation and lower 

environmental pollution. 

3. Cost-effectiveness: Green synthesis methods 

typically use inexpensive and readily available raw 

materials, reducing the overall production costs. 
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This makes green production of nanoparticles 

economically viable, especially for large-scale 

applications. 

4. Biocompatibility: Green-synthesized 

nanoparticles tend to exhibit higher 

biocompatibility compared to nanoparticles 

produced using traditional methods, as they are 

often derived from naturally occurring substances. 

This makes them suitable for various biomedical 

applications, including drug delivery, imaging,and 

tissue engineering. 

5. Potential for Tailored Properties: Green synthesis 

methods offer the flexibility to tune nanoparticle 

properties, such as size, shape, and surface 

functionality, by varying the synthesis conditions 

and using different biological templates or reducing 

agents. This allows for the production of 

nanoparticles with specific characteristics 

optimized for various applications. 

6. Potential for Nanoparticle Recovery and 

Recycling: Some green synthesis methods allow for 

the recovery and recycling of nanoparticles, further 

reducing waste and environmental impact. For 

example, nanoparticles synthesized using biological 

templates can be easily separated and reused for 

subsequent synthesis cycles. 

However, it is important to note that while green 

production methods offer numerous advantages, 

they also pose challenges. The scalability and 

reproducibility of green synthesis methods can be 

more challenging compared to traditional methods. 

Additionally, the characterization and 

standardization of nanoparticles produced through 

green synthesis may require further development 

to ensure consistent quality and performance. 

 

 
Fig. 1 A generalised flow chart of multiple physicochemical techniques to nanoparticle synthesis, with a 

focus on biological synthesis. 
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1. Selection of Biological Agent: Choose a biological 

agent such as bacteria, fungi, plants, or their 

extracts that have the potential to act as a 

template, reducing agent, or stabilizing agent for 

nanoparticle synthesis. 

2. Pre-treatment: Pre-treat the biological agent by 

washing, grinding, or drying, depending on the 

nature of the chosen agent. This step helps to 

remove impurities and enhance their effectiveness 

in nanoparticle synthesis. 

3. Preparation of Precursor Solution: Prepare a 

precursor solution containing metal salts or other 

chemicals suitable for nanoparticle formation. 

Consider the desired nanoparticle composition and 

choose appropriate precursor materials 

accordingly. 

4. Mixing and Reaction: Combine the biological 

agent (template/reducing agent) with the 

precursor solution and allow them to undergo a 

reaction. This step can often be done under 

ambient conditions or mild reaction conditions, 

depending on the biological agent and desired 

nanoparticle properties. 

5. Particle Characterization: After the reaction, 

characterize the synthesized nanoparticles using 

analytical techniques such as transmission electron 

microscopy (TEM), scanning electron microscopy 

(SEM), X-ray diffraction (XRD), or spectroscopy 

methods. This step helps to determine the size, 

shape, crystallinity, and composition of the 

nanoparticles. 

 
Fig. 2 Diagram summarising the possible method of physiologically mediated nanoparticle creation. Mo 

neutral atom, M metal salt, M? metal ion 
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1. Selection of Organism: Choose an organism 

known for its ability to synthesize or accumulate 

nanoparticles. For example, some bacteria, such as 

Shewanella oneidensis or Geobacter 

sulfurreducens, have the capacity to convert metal 

ions into metallic nanoparticles. 

2. Culturing and Growth: Establish a suitable growth 

medium for the selected organism and subject it to 

optimal growth conditions to promote its activity in 

nanoparticle synthesis. This typically includes 

providing the necessary nutrients, pH, 

temperature, and oxygen levels. 

3. Introduction of Precursor: Introduce the 

precursor material, which contains the desired 

metal ions or compounds, into the growth medium. 

The selected organism interacts with the precursor 

and facilitates the conversion of these components 

into nanoparticles. 

4. Biotic Synthesis Process: Under specific 

physiological conditions, the organism takes up the 

metal ions and enzymatically or biochemically 

reduces them to form nanoparticles. The organism 

may also excrete organic compounds or proteins 

that act as capping agents, controlling the size, 

shape, and stability of the nanoparticles. 

 
Fig 3: A schematic illustration of nanoparticle cellular absorption and the process of particle-induced toxicity 

against bacteria. 

Conclusion and Discussion: 

In conclusion, the schematic representation of 

cellular uptake of nanoparticles and the mechanism 

of particle-induced toxicity against bacteria can 

provide valuable insights into the interactions 

between nanoparticles and bacterial cells. The 

cellular uptake of nanoparticles involves complex 

processes that depend on various factors, including 

nanoparticle size, shape, surface properties, and 

bacterial cell characteristics. 

Upon interaction with bacteria, nanoparticles can 

be taken up by cells through multiple mechanisms, 

such as passive diffusion, endocytosis, or specific 

receptor-mediated pathways. Once inside the cells, 
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nanoparticles can interact with cellular 

components, leading to potential toxicity. 
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Abstract 

The effects of COVID-19 on companies are undeniable since it has affected everything from the economy to the livelihoods of businesses 

and organisations. Organizations seek innovative solutions to continue operations without interruption. From hiring to keeping personnel, 

every aspect of human resource management is difficult. The recruitment process involves finding job openings, inviting applications, 

analysing job requirements, reviewing applications, screening, listing, and selecting the most qualified individual. In COVID-19, 

organisations operate remotely, and their employees perform their duties from home. Electronic-Recruitment or online recruitment uses web-

based technology to find, evaluate, choose, sign, and onboard job candidates. It is a tool that aids businesses with online workflows and 

recruitment chores to increase productivity, reduce time-to-fill, reduce hiring costs, and enhance their organization's overall talent profile. 

This study intends to figure out how E-recruitment is replacing human involvement in the recruitment process by analysing the impact of 

the COVID-19 Pandemic inference on the recruitment process. The purpose of this study is to analyse the influence of the COVID-19 

Pandemic on the recruitment process, i.e., E-recruitment, of personnel working in information technology (IT) organisations in Pune, MH. 

A total of one hundred individuals from five distinct IT organisations were selected for the study. This research is expected to help come up 

with strategies for hiring people and set up a successful hiring process so that qualified people who can work in a competitive environment 

can be hired. 

Keywords: COVID-19, Recruitment, IT companies, E-recruitment. 

INTRODUCTION 

In today's ever-changing environment, it is crucial to find the right person for the right job. Companies rely on qualified personnel but finding 

them can be costly. The standard hiring procedure used by most businesses consists of analysing resumes, group discussions, interviews, 

and psychometric tests. According to research, businesses are advancing and embracing technology. By using an e-recruitment platform, it 

is possible to reduce recruiting expenses without abandoning the concept of globalising social features. Most organisations should focus on 

creating an online recruitment process that lets them build concrete profiles that are already made. 

The objective of an organisation is always to cut expenses and automate processes. At Wikipedia e-recruitment is defined as "the approach 

and procedure for recruiting individuals using electronic resources, in particular the internet.  

"To increase the rate at which potential applicants are matched with available opportunities, organisations and recruitment firms have 

switched a massive portion of their recruitment process and strategy from traditional to online mode." By employing database technology, 

online job posting boards, and search engines, HR managers may now fill vacant positions in a fraction of the time it took previously. " 

Even though COVID-19 presents enterprises with numerous obstacles, recruitment is one of them. Traditional tactics employed by firms, 

such as posting job openings on multiple sites, may result in unemployment and a lack of qualified candidates. Recruiting and finding 

qualified candidates for the firm is a challenging endeavour. Corporate use of technology-assisted recruitment approaches that may be 
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employed remotely and aid in assuring hiring and business continuity during the pandemic is increasing. Companies usually have data-driven 

and analysis-driven inputs that can be used to make sure there are qualified people available when making hiring decisions. 

The e-Recruitment method decreases the pollution and energy consumption involved with the production, transport, and utilisation of paper 

materials. The automated approach would save energy on a variety of tasks, including mailing letters, recording data on paper, filing 

information, generating reports, etc. E-recruitment reduces the amount of paper used in resumes, advertisements, and the publication of 

findings. The firm should develop a user-friendly and functional web portal to generate a tangible online recruitment process that can deliver 

a prefabricated profile. E-recruitment should be well-designed so that it provides firms with competent people for the position, with an 

emphasis on taking tests on an online platform that focuses on skills testing, competency tests, experience sharing, psychometric tests, and 

finally submitting a candidacy. Once the profile has been given to HR, the system should be able to generate the proper data, allowing the 

HR team to conduct telephonic or online interviews to assess the individual's capabilities, followed by a face-to-face interview with the 

stakeholder. Through e-recruitment, employers get access to a broader pool of qualified candidates. Employing e-recruitment HR software 

or recruiting firms that offer e-recruitment as part of a package, companies can build their own electronic-recruitment platforms. 

Recruitment and the COVID-19 Outbreak: 

Hamza et al. (2021) Recruitment is the process of inviting, finding, selecting, and finally employing the best eligible and qualified individual 

who is also a good fit for the firm. It is the process by which organisations find and recruit candidates to fill open positions. Recruitment is 

a series of operations undertaken by a company to attract the interest of job seekers who own the skill set necessary for the organisation to 

achieve its aims and goals. Inviting applications, understanding the requirements of vacant positions, enticing people to apply, vetting, and 

ultimately selecting the best prospects, placement, and orientation of the new employee are all components of the recruitment procedure. 

Organizations should be able to comprehend and predict if the existing workforce can meet the quantity and quality of people necessary for 

the attainment of organisational goals. Additionally, it is necessary to find the gaps between the available and required staff to place the most 

qualified candidates in the positions. 

Job Analysis 

Job Description Job Specification 

Job Title Qualifications 

Job Location Experience 

Job Summary Training 

Reporting To Skills 

Working Conditions Responsibilities 

Machines to be Used Emotional Traits 

Hazards Sensory Demands 

 

Job Analysis: An analysis of the work on the Internet is an easy choice. Job analysis is the process of studying and defining the functions, 

roles, and responsibilities of a certain selected job in the business. In the past few years, there has been a major change and increase in the 

utilisation of online tools for completing job analysis surveys, and most businesses choose to use online ways to gather this data. 

Job Description: The rise of information technology has revolutionised job description management and other components of talent 

management. 

HR departments have often supported their printed job descriptions on computers or corporate servers either in cabinet filings or in word 

descriptions. There are now numerous firms that offer cloud-based personnel management systems to corporations that enable the human 

resource department to effortlessly save and file HR information, link with other departments, and access different files with the use of the 

internet from any device. 

Job Specification: Job specification is a written document in which the essentials to do a job are being stored such educational qualification, 

needed skill set, years of experience, physical compatibility if required, mental stability, soft skills, and any other skills to conduct a specified 

job. 

Businesses are looking for solutions to be productive in the face of significant difficulties as COVID-19 sweeps the nation and the world. 

Managing personnel procedures, raising or lowering headcount, and sustaining workloads have become a remote operation for many 

organisations as they attempt to protect their employees, customers, and the general public. The epidemic has changed a major chunk of the 

workforce in unforeseen ways. Remote employment has become the new norm for organisations that can adopt proper social distancing 

measures. Employees are converting living rooms into offices while balancing children and personal chores. Businesses must make tough 

decisions about how to adapt to and survive this tremendous transition and hiring methods have shifted overnight. 
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Today, Software as service suppliers are part of the job description management company, including those incorporated into the recruitment 

tools of a full, integrated talent management series and self- supporting solutions. Solutions such as Halogen's Job Description Builder have 

made it possible to integrate with broader talent management operations of recruiting and job description management and authorised HR 

departments of any type of firm. It aids in monitoring and confirming the job descriptions for all interested parties, such as employees, 

managers, recruiters, lawyers, allowance, and reward. 

 

LITERATURE REVIEW: 

 

Abia, M., & Brown, I. (2020) reviewed that e-recruitment is known by several other titles, like internet recruitment, online recruiting, web 

recruitment. E-recruitment as compared to traditional recruiting use information technology and software to manage the recruitment process 

of the firm. A recruiting model that presents the recruitment process covers the actions like setting the objectives of recruitment, strategy 

designing, conducting the recruitment activity, and assessing recruitment output. Recruiters fight for the best-fit applicants (job seekers 

which are suitable and perfect fit for the available job), while job seekers compete for jobs to get selected; this motivates both the organisation 

and candidate to adopt information technology vastly to alleviate some of the challenges in the recruitment efforts. This study analysed five 

notions of e-recruitment that developed from extant literature, these are e-recruitment as a technology tool, system, process, service, and 

proxy. It also concluded the problem of diversity in the organisation to comprehend the notion of e-recruitment, which goes unrecognised in 

the stored literature, and proposed that recognising and naming the numerous conceptualizations of e-recruitment can be part of the 

articulation of diversity.  

Simón, C., & Esteves, J. (2015) found that considerable forces of institutions may drive companies to choose the elements of the recruiting 

websites of the organisation are based on copying and feature the colleagues in their reference, networks, and groups. In the other study 

studies of the IT business, e-recruitment functions that the HR staff may employ to customise the accessible application to as per their 

specifications and cost-benefit criteria. IT sector evaluation of digital business strategies by highlighting the significance of knowing the 

external environment and its function in setting up the digital business strategy. To summarise, electronic recruitment can become a key 

instrument and approach for companies and HR professionals in searching and selecting the best people while minimising expenses 

associated with the screening of worldwide candidates. E-recruitment offers obvious benefits for any company, it also causes significant 

barriers for enterprises.  

Ehrhart et al., (2012) The study on attracting Internet recruiting is both philosophically and practically effective because the job market is 

swamped with Web-savvy applicants who typically visit multiple websites as their initial point of contact with a company. It is vital to study 

the contributions made by the website so that businesses may utilise it to manage the available resources and recruit the best valuable human 

resources. Given the prevalence of this recruitment approach in firms and the necessity to balance its potential and hazards and showed that 

employee-organization fit should be there to achieve the organisational purpose. It also helps in mediating the relationship between work-

life balance and boosting the usability of the website. Organizations should plan for the implications and opportunities of drawing a 

considerable number of potential applicants, and to supply feedback or other vital information that could encourage and helps in the better 

and more correct choice of human capital through the e-recruitment process. Kucherov, D., &Tsybova, V. (2021) presented that the e-

recruitment methods which include internet- based and internal technology-enabled solutions, are to be employed in the overall framework 

of human resource management (HRM) digitalization. E-recruitment approaches are related with the beneficial outcome. However, e-

recruitment utilisation does not serve as a bridge between e-recruitment techniques and outcomes. E- recruiting aid not only in cutting the 

cost of marketing and selection procedures but also in cutting paperwork. Hot skill alerts can be activated to allow companies to be notified 

when a candidate who matches the criteria for future requirements registers. People looking for a job can explore for and apply 24*7. 

Recruitment agencies, which can cost thousands of pounds, can also be avoided to realise the genuine economic benefits of internet 

recruitment. 

Bhupendra, S.H., & Swati, G. (2015), The approach of employing the top people and encouraging them to investigate work options are 

defined. The organisation itself can recruit, or by outsourcing it to an external agency. On the other hand, it is difficult to define the most 

efficient recruitment source as it is situational and has its benefits and cons. 

Adetunji, O.J., & Ogbonna, I.G. (2013) (2013) Recruitment has a lengthy history, starting from prehistoric times since individuals tend to 

consume the services of others when they cannot do that alone. Adeosun, O. T., & OHIANI, A. S. (2020) showed that organisations can 

leverage salary, brand recognition, reference, and employment stability as major elements in attracting and recruiting excellent employees. 

In addition, digitalization is a crucial technique for attracting, recruiting, and selecting the most eligible people. Using social media, 

traditional media, taking interviews online, as well as physical interviews have been proved to aid in the choice of top individuals.  

Gignac et al., (2021) Studied the influence of COVID-19 on health, money, and organisational support. Human beings with the challenges 

of physical and mental health voiced more anxieties and less support as compared to other groups during the early phases of the COVID-19 

epidemic, as per the data. The findings also underlined the significance of workplace circumstances to understand COVID-19, as well as the 

necessity to assess inequalities in the conditions of COVID-19 beliefs and understand how work effects perspectives and can contribute to 

disparities that may arise because of a pandemic. Furthermore, the impact of working circumstances is not restricted to COVID-19. It 

demands greater research attention in the future and underscores the need of providing more inclusive work possibilities for those with the 

problems of physical and mental health.  

Feldman, D. C., & Klaas, B. S (2002) Concluded that in the recruitment process both recruiter and job applicant can keep their anonymity. 

Organizations can search for possible individuals and their CVs without advertising vacancies, or they can also promote the vacancies without 
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making their identities out. Additionally, job hunters can give their CVs with the use of the Internet while keeping the privacy of their facts 

including their names and details of employment.  

Al-Zagheer, H., & Barakat, S. (2021) Investigated and presented the concept of electronic recruitment, as well as its benefits for both 

enterprises and job seekers. Some of the advantages of internet recruitment include Lowering the organization's costs. Moreover, generating 

information about a job online is less expensive than advertising it in the newspapers, there are no mediators. Also, the time taken in the 

recruitment is minimised. E-recruitment allows and aids in hiring the ideal candidate with the best skills which improves the efficiency of 

the recruitment process and promotes the access to 24*7 to an ample number of online resumes for both applicants and employers. E-

recruitment has its own set of advantages and disadvantages, some of which are like screeing and confirming the talents which waste loads 

of time. B. Low internet speed or lack of internet access or lack of knowledge is also a fault. C. Companies cannot rely only on internet 

recruitment strategies. D. In India, both the interviewer and interviewee prefer to connect in person rather than over email.  

 

RESEARCH GAP: 

Analysing the existing literature on this topic reveals that a considerable deal of study has been conducted on recruiting, traditional 

recruitment, recruitment strategies, and the role of technology to date. This study aims to examine the influence of the COVID-19 pandemic 

crisis on the recruitment processes of IT enterprises in the Pune region, as well as the employees' views on the matter. 

THE OBJECTIVES OF THE RESEARCH 

1. Analyse the effects of the COVID-19 epidemic on recruiting. 

2. Evaluating the influence of e-recruitment on the IT company's workforce. 

RESEARCH METHODOLOGY: 

Research Design: 

Using a quantitative approach, a questionnaire was created and distributed to IT companies in the Pune area. The questionnaire is divided 

into two sections, with the first section standing for and focusing on the first aim, which was to analyse the influence of the COVID-19 

pandemic condition on the recruitment process. The second part of the survey focuses on the consequences of e-recruitment on IT company 

personnel. 

Sampling Design: 

The IT companies in the Pune region were chosen for the survey, and their employees completed the questionnaire. Utilizing MS Excel 2010 

as the statistical analysis tool, descriptive statistics were generated and used to evaluate the data. The sample population for this study makes 

up of 100 working IT professionals. 

Data Collection: 

To collect data for this study, a Multi-Factor Questionnaire (MFQ) was distributed to personnel in the Human Resource Department of 

Information Technology organisations in the Pune Region. Responses on a five-point Likert scale were gathered for data analysis and 

interpretation. 

.  

DATA ANALYSIS & INTERPRETATION 

Distribution of Respondents. 

Based on Respondents 
Percentage 

(%) 

Gender 
Female 55 

Male 45 

Departments 

Human 

Resource 
42 

Information 

Technology 
58 
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Statements for Research Objective 1: Analyse the effects of the COVID-19 epidemic on recruiting. 

 

1. Interaction between humans is something that cannot be replaced by technology. 

Serial No. Response Percentage (%) 

1 Strongly Agree 30 

2 Agree 17 

3 Neutral 10 

4 Disagree 9 

5 
Strongly 

Disagree 
34 

 

2. E-recruitment will not be hindered by the interviewee's geographic location. 

Serial No. Response Percentage (%) 

1 Strongly Agree 28 

2 Agree 25 

3 Neutral 6 

4 Disagree 21 

5 
Strongly 

Disagree 
20 

Strongly 
Agree
30%

Agree
17%Neutral

10%

Disagree
9%

Strongly 
Disagree

34%
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3. During the e-recruitment process, the applicant is likely to encounter complications with their internet connection. 

Serial 

No. 
Response 

Percentage 

(%) 

1 Strongly Agree 34 

2 Agree 33 

3 Neutral 10 

4 Disagree 11 

5 Strongly Disagree 12 

 

 

4. The HR department's workflow has been made easier by the implementation of e-recruitment methods. 

Serial 

No. 
Response Percentage (%) 

1 Strongly Agree 19 

2 Agree 28 

3 Neutral 25 

4 Disagree 19 

5 Strongly Disagree 9 

Strongly 
Agree
28%

Agree
25%

Neutral
6%

Disagree
21%

Strongly 
Disagree

20%

Strongly 
Agree
34%

Agree
33%

Neutral
10%

Disagree
11%

Strongly 
Disagree

12%
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5. The e-recruitment accelerates the recruitment procedure and optimises the organization's overall talent profile. 

Serial 

No. 

Response Percentage (%) 

1 Strongly Agree 20 

2 Agree 18 

3 Neutral 20 

4. Disagree 18 

5. Strongly Disagree 24 

 

6. My company frequently conducts training sessions for using the e-recruitment process. 

Serial 

No. 

Response Percentage (%) 

1 Strongly Agree 21 

2 Agree 40 

3 Neutral 10 

4. Disagree 13 

5. Strongly Disagree 16 

Strongly 
Agree
19%

Agree
28%

Neutral
25%

Disagree
19%

Strongly 
Disagree

9%

Strongly Agree
20%

Agree
18%

Neutral
20%

Disagree
18%

Strongly 
Disagree

24%
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Statements For Research Objectives 2: Evaluating the influence of e-recruitment on the IT company's workforce. 

 

7. E-recruiting practises used in the recruitment process can prevent bias in decision-making. 

Serial 

No. 

Response Percentage(%) 

1 Strongly Agree 36 

2 Agree 19 

3 Neutral 14 

4. Disagree 11 

5. Strongly Disagree 20 

 

8. The e-recruitment procedure avoids check or test scenarios that are prone to human error. 

Serial 

No. 

Response Percentage (%) 

1 Strongly Agree 33 

2 Agree 23 

3 Neutral 12 

4. Disagree 16 

5. Strongly Disagree 16 

Strongly 
Agree
21%

Agree
40%

Neutral
10%

Disagree
13%

Strongly 
Disagree

16%

Strongly Agree
36%

Agree
19%

Neutral
14%

Disagree
11%

Strongly 
Disagree

20%
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9. E-recruitment allows recruiters to increase their productivity. 

Serial 

No. 

Response Percentage (%) 

1 Strongly Agree 25 

2 Agree 28 

3 Neutral 2 

4. Disagree 24 

5. Strongly Disagree 21 

 

10. The e-recruitment test scenarios aid in maximising efficiency and reducing human mistake. 

Serial 

No. 

Response Percentage (%) 

1 Strongly Agree 16 

2 Agree 37 

3 Neutral 5 

4. Disagree 15 

5. Strongly Disagree 27 
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11. I am pleased with my organization's e-recruitment approach. 

Serial 

No. 

Response Percentage (%) 

1 Strongly Agree 43 

2 Agree 10 

3 Neutral 4 

4. Disagree 21 

5. Strongly Disagree 22 

 

12. Your organization's e-recruitment software is user-friendly. 

Serial 

No. 

Response Percentage (%) 

1 Strongly Agree 30 

2 Agree 33 

3 Neutral 4 

4. Disagree 22 

5. Strongly Disagree 11 
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FINDINGS AND CONCLUSION:  

The Covid-19 pandemic issue has a substantial impact on the hiring process, which affects both the traditional hiring process and the e-hiring 

process, according to the study. According to the report, employees at IT companies are significantly impacted by e-recruitment. 

Organisations gain from e-recruitment in several ways, including time savings, reduced recruiting expenses, an efficient recruitment process, 

and choice. The participants' opinions on how e-recruitment affected the hiring procedure were gathered by the researchers. The Covid-19 

Pandemic situation has a big impact on the hiring process, and e-recruitment has a good impact on IT company employees, according to the 

research's two main conclusions. The vast majority of people concur that human interaction cannot be replaced by technology. The largest 

benefit of e-recruitment, according to the respondents, is that geographic distance never poses a barrier to interviews. The majority of people 

concur that an essential challenge the interviewee has during the e-recruitment process is internet availability. The vast majority of people 

believe that the overall recruitment process is sped up by e-recruitment. It is claimed that training is necessary for employees to use e-

recruitment platforms. The majority of employees concur that the HR department's workflow is made more efficient through e-recruiting. 

According to the respondents, e-recruitment is a highly helpful tool for locating job openings and is adaptable to use in the hiring process 

for junior/entry-level positions. It will conduct the work based on code, so it will deliver as instructed, in a timely, dependable, and impartial 

manner. 

LIMITATION & FUTURE ASPECTS OF THE STUDY 

The authors have updated the paper with new information. This will add to the body of knowledge already available. The study contains 

some fresh findings that will assist e-recruitment practitioners in discovering extra functionality in recruitment apps and identifying holes in 

current e-recruitment applications. The poll was restricted to IT enterprises in Pune. The proposed research can be carried out in many sites 

across India, particularly in high-tech hubs such as Bangalore, Mumbai, Delhi-NCR, and Noida. Future research could compare the e-

recruitment procedures of various sectors. 
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Abstract :  In India, online education has always been viewed as a complement to face-to-face learning. The COVID-19 pandemic 

and ensuing lockdown have hit India's education system. Even after schools have fully reopened, the mixed positive results of 

online learning mean that online learning will remain an important aspect of education. The development of internet technology 

has made it possible to handle online rating systems easily and efficiently. Students and teachers require different skills for online 

learning and teaching. There are various models of online education. Currently, most universities only conduct exams and written 

exams in online mode. This study is based on current trends in online education in India. Recently, a number of changes have 

been introduced in the education system, making students over the age of 1 dependent on online education, raising the question of 

what the future of online education will look like in India. 
 

IndexTerms - Online education, COVID-19, Internet Technology. 

I. INTRODUCTION 

With the exception of massively open online courses, online learning refers to courses provided by post-secondary institutions 

that are entirely virtual. There are two separate ways that a learner might interact with an academic institution in the field of 

higher education: the traditional approach, which involves physical facilities, and the virtual method, which involves online 

learning. 

This paper will focus on the online learning environment's virtual platform. Today's online employment is the most recent 

advancement in remote learning since the internet's widespread use in the mid-1990s. Although it can occasionally include 

synchronous components, learner experiences are primarily asynchronous. A Learning Management System is used by the vast 

majority of schools to manage their online courses. 

Online pedagogy and learning support technology continue to change alongside notions of distance education. We can provide 

you educational opportunities thanks to online learning. Students who live far from university, have hectic work schedules, 

demanding families, and other responsibilities benefit the most from this style of learning. Students who like to work 

independently at any time of day have a great alternative in online courses. The E-Learning Platform will be used by students 

attending online courses. A variety of instructional technologies are used to deliver online courses, including discussion boards, 

PowerPoint presentations, online learning activities, video lessons, and research using the library or the internet. Online education 

is not suitable for everyone, and only you can make the right decision for yourself. 

MOOCs are a crucial factor in the extraordinary expansion of online education (Massive Open online courses). According to 

Kaplan, Andreas M.; Haenlein, Michael (2016), MOOCs are open access online courses that are designed for unrestricted 

participation. Since the time of its creation in 2008, MOOCs have been very popular. At least one MOOC has been introduced by 

more than 800 universities worldwide as of today. By December 2017, 83 million students have signed up for MOOCs, per a 

report by Class Central. According to registered users, Coursera, edX, XuetangX, Udacity, and Future Learn are the top five 

MOOC providers. 

Because it has the potential to expand access to and improve the quality of education, the government is sponsoring online 

learning in India as part of the Digital India project. SWAYAM (Study Webs of Active-Learning for Young Aspiring Minds), a 

programme launched by the Government of India in collaboration with the Ministry of HRD, aims to meet the three main goals of 

education policy—access, equity, and quality. The fundamental goals of this project are to provide everyone, especially those who 

cannot afford it, with high-quality teaching and learning tools. The SWAYAM programme aims to educate students who are still 

unable to fully participate in the knowledge economy because they are unaware of the digital revolution that is currently taking 

place. Through Swayam, nearly 2000 online courses are provided, and roughly 150 million students worldwide are enrolled in 

various courses. 
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II.  WHY ONLINE EDUCATION GAINING POPULARITY 

Students and working professionals are turning more and more to online learning for a variety of reasons. Look at a few of these 

reasons below: 

Internet penetration: India now has a 31% internet penetration rate, which translates to 409 million internet users. According to 

projections, India will have nearly 735 million internet users by 2021, which will increase demand for online education providers. 

Smartphone adoption: India currently has 290 million smartphone users, and by 2021, another 180 million users are anticipated 

to join the user base. 

Flexibility of time: This is notably true for working professionals who have time constraints in pursuing an offline course. A 

person can multitask while taking an online course while still attending to other professional and family obligations. 

Quality education:There are parts of India where there is a dearth of high-quality offline education. For instance, over four lakh 

students are enrolled in remote education programmes in areas like Bihar, Kerala, and Jammu & Kashmir.  

Results right away: Students enrolled in online courses get access to fast test results. They are able to study for tests more 

effectively as a result. 

Government initiatives: The infrastructure needed by students to pursue education online is likely to be strengthened by 

recent government programmes like SWAYAM, e-Basta, and Digital India. 

Study aids: A variety of online study aids, including books and videos, are influencing students to use online learning tools. 

Affordability: As shown in the graphic below, online courses taken at the UG or PG level are substantially more 

economical than traditional programmes. 

 

III.  WAYS IN WHICH ONLINE EDUCATION HELPS PEOPLE  

 Webinar  

 Videos  

 Mock tests  

 Counselling  

 

Webinar: A webinar is an online seminar that is held in a virtual space. Many internet businesses now host webinars to aid 

candidates with conceptual clarity. 

Videos: Candidates can use videos to solve exam papers and other issues. 

Mock exams: These are becoming increasingly common among students as course requirements. They take part in a series of 

exams and receive a comparison of their results (with those of other students). Candidates learn about their areas for improvement 

and the format of the competitive exam through simulated exams. 

Counselling: As a differentiator, competitors in the online test prep market have begun providing students with services for 

academic and career counselling. 

 

IV. TOOLS OF ONLINE EDUCATION  

Skype: Skype is a communications tool that specialises in connecting computers, tablets, smartphones, the Xbox One gaming 

console, and smartwatches to one another via video chat and voice calls. Additionally, Skype has instant chatting capabilities. 

Google Classroom: Designed to make the process of producing, distributing, and grading fully electronic assignments for 

schools, Google Classroom is a blended learning platform. Following the general release of Google Apps for Education on 

August 12, 2014, it was added as a feature. 

Google Meet: Google Meet is a video-communication service that was previously known as Hangouts Meet. It and Google Chat 

together make up the two apps that take the place of Google Hangouts.  

Cisco WebEx: Webex Meetings is an effective conferencing tool that enables real-time connections with anyone, anywhere. 

Webex Meetings establishes a productive conferencing environment with the integration of video, audio, and material sharing, 

resulting in meetings that are more enjoyable and productive. 

Zoom: Located in San Jose, California, Zoom is an American communications technology business. Through a peer-to-peer 

cloud-based software platform, it offers videotelephony and online chat services and is used for teleconferencing, telecommuting, 

distant learning, and social interactions. 

Byju's: Byju Raveendran launched the Indian educational technology (ed-tech) and online tutoring company The Learning App 

in Bangalore in 2011. Classes taught by top teachers in India include live doubt clearing. Personal 1-1 attention from BYJU'S 

mentor and customised supplementary sessions for weakest subjects. As prescribed by the school. Instant eradication of doubt. 

one-on-one direction Classes include CBSE, ICSE, NCERT, and State Board. 

Google Teams: Microsoft Teams is the best messaging app for your business—a it's place where you can collaborate and 

communicate in real time, hold meetings, share files and apps, and even send the odd emoji! Everything is centralised, visible, 

and open to all. 

Code Tantra: Interactive Platform for Virtual Schools, Universities, Online Courses, Tests, Low Bandwidth, Teach Anywhere, 

Learn Coding. 

Coursera: Coursera offers online courses, certificates, and degrees in a range of areas through collaborating with universities and 

other organisations. 
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Slack: You can extend, expand, and automate your workplaces using the Slack platform. Create apps or workflows that promote 

dialogue, spur action, and integrate services. 

Ekstep: An open learning platform featuring a selection of literacy and numeracy learning tools. 

Audio and video lectures: It's a typical practise in the field of education to record a lecture or lecture segment as a tool to review 

and reflect on your teaching methods. This procedure frequently entails videotaping a portion of a lecture so that the instructor 

can view their instruction through the eyes of the students. 

Social Networks (Chat Rooms, Forums): A social networking service, also referred to as a social networking site or social 

media, is an online platform that enables users to create social networks or interpersonal connections with others who have 

comparable hobbies, interests, backgrounds, or connections in real life. Social networking services come in a variety of formats 

and feature sets. They operate on desktops and laptops, on mobile devices such as tablet computers and smartphones and can 

incorporate a variety of new information and communication features.  

 

V. TRENDS LIKELY TO DOMINATE ONLINE EDUCATION  

The introduction of cloud computing: One of the key trends in online education that we will see in India, according to Technavio 

analysts, is the emergence of cloud computing. It is now simpler for users and providers to process, get, access, and manage 

information from anywhere at any time thanks to the cloud computing technology, which enables online education providers 

to retain a sizable amount of content and data on a single platform. 

Focus on future-ready career skills: Online educational institutions strive to strike a balance between learning and the skills 

needed by businesses and industry as the world is changing quickly. They are now providing brand-new online courses that 

prepare students for occupations of the future. In 2021, more of these courses and professional programmes are likely to be 

introduced thanks to trends in online education. Other online trends include the proliferation of online degrees in specialised 

fields like artificial intelligence (AI), the internet of things (IoT), business management, data science, digital marketing, and 

many more. These classes have been created to provide students with knowledge and abilities that will likely be in demand in 

the next years. 

Gamified learning: Training providers are broadening the aesthetic trends in online learning. Speaking of which, gamification is 

probably going to catch on because it makes learning more engaging and efficient. The use of game-based learning methodologies 

guarantees more student engagement and interaction, gives them the chance to experiment, and introduces new technical 

advancements. Every day, the current corporate environment gets more and more complicated. Complex business concepts are 

simpler to explain with the use of gaming approaches. Participants make decisions and build plans throughout the interactive 

sessions while immediately watching how these actions affect the company's financial standing. 

Project-Based Learning: Students can show off their knowledge by creating apps, products, etc. through project-based 

learning. If a student doesn't match the requirements, it frequently takes many efforts and continual feedback from the 

instructor. Some online educational institutions base their curricula on project-based learning. To acquire a degree, 

students complete many projects over the course of 6–12 months and receive continuous feedback. Students' subjective 

wisdom would be enhanced by these obsessive project-based examinations, which will alter the course of online 

education in India. 

Blended E-learning Programs: Blended learning, which combines online courses with offline touchpoints, is becoming more 

and more well-liked among people and businesses wishing to upskill their staff. Companies choosing the hybrid model over 

entirely online courses has increased by 25–30%, according to e-learning suppliers. The strategy encourages dialogue and 

gives flexibility to students who complete assignments more successfully.  

Increase in interest in AR and VR: The potential of AR and VR in online learning has not yet been fully realised, but in the 

future years, it is anticipated that these technologies will have a big impact on online education in India. These technologies 

can improve engagement, which has historically been one of the weaker components of many e-learning platforms. The results 

and engagement have improved significantly when AR and VR are used in online learning platforms.  

Adapting existing content: The initial Edtech initiatives were quick to point out that not all students take to digital learning 

during their trial phases as part of online learning trends. Since everyone has a different degree of comprehension, it makes 

sense that some people would reject the way that Edtech is now structured. The majority of people who are adjusting to online  

schooling are also interested in knowledge that is "relevant" to them. In other words, they don't want a traditional education. 

Online education trends indicate that schools should assess the usefulness, applicability, and detail of their current study 

materials. They need to be ready for both the launch of new initiat ives and ongoing change. 

Collaborative Learning: With growing interest in digital distribution methods, online education in India is being modernised. 

Online education will grow in the internet-matrix, but its worth must first be established. A gnawing concern remains to keep 

isolated, remote students engaged with trainers. As a remedy, collaborative learning has been suggested. The methodology is 

intended to foster collaboration and experiential learning, as the name would imply. The lesson is divided up into groups in 

accordance with the concept that humans are social animals and learn more quickly via experience. Then, each group is 

assigned a job to complete before moving on to the following chapter. 

Metered Learning: We all learn at different rates. It is conceivable that faculty-to-student time will grow even if the ratio 

does not, as traditional teaching methods are now being put on the back burner. Machine learning in artificial intelligence can 

assist with this. In fact, the process of having pupils consume content on smart devices is known as adaptive learning. The 

device/applications track learning progress and share it with the faculty, along with suggestions for how to modify the 
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curriculum to increase student retention. Teachers can still get all of their pupils on the same page even when they don't have 

enough time to spend with each one individually. 

Blockchain-led-Education: New developments in online learning point to a growing use of Blockchain in EdTech. Especially 

in the edtech sector, blockchain has advanced from theory to practise with practical applications. The immutability of 

Blockchain can be used to archive student data, according to online education trends, and practitioners can be rewarded for 

learning by giving out tokens, scholarships, etc. 

Government Support for E-Learning: Through its two main public initiatives, Digital India and Skill India, the Indian 

central government has been proactive in recognising and encouraging e-learning. It is motivated to make crucial moves in 

promoting the importance of online learning. For instance, the e-Basta platform enables the accessibility of schoolbooks in 

digital formats on a variety of devices. SWAYAM (Study-Webs of Active-Learning for Young Aspiring Minds) is a 

government-instituted MOOC platform for classes 9th and above. It has higher level courses to prepare students for 

specialized skills as well.   

 

VI. FUTURE PROSPECTS OF ONLINE EDUCATION 

Given the existing trends, it is anticipated that the online higher education industry would expand significantly over the next five 

years, supporting programmes for distance learning. The implementation of virtual classroom ideas could provide a practical 

component to the online medium, however many courses now only offer theoretical content. 

In addition, more students, particularly those from tier 2 and tier 3 cities, are anticipated to use various online preparation tools to 

be ready for competitive exams. This is taking into account the few choices for offline exam preparation offered at these 

locations.  

Future trends point to a hybrid model where online players open physical locations to give students experiences akin to those 

found in a classroom. Additionally, gamification—the strategy of including entertaining elements like video game design in 

learning—is probably going to become more popular in India. According to the survey, several businesses have already begun to 

enter the market in an effort to increase student participation. 

According to online education trends for 2020, training will be more specialised and individualised. The development of a road 

plan that swiftly moves from fundamental understanding to expertise will depend heavily on the online courses. Instead of 

wasting time learning everything, the emphasis will still be on those who want to learn about specialised abilities. The individual's 

drive to routinely dedicate time to self-education will be the deciding factor. 

VII.  CONCLUSION  

A popular and innovative new approach to learn about practically anything is online. E-learning is more than just a shift in 

technology. Additionally, it is a component of a redefining of how our species as a whole imparts knowledge, abilities, and values 

to future workers and students. There will be millions or billions of information modules available to students. Some of them will 

be simple text and graphic Web pages. Students can learn remotely with uninterrupted access to their instructors during live 

sessions thanks to multi-device compatibility, offline session access, and in-app chat rooms. 
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Abstract:  It is hard to deny the fact that artificial intelligence and robotization have been the centre of research for the last decades. 

Moreover, during the past few years it has really boomed and is now widely utilized in many companies finished a wide range of 

sectors. Most of the time artificial intelligence has been referred to as some kind of automatization of processes within the industrial 

sector, but we have started to see a greater way of using technology for the better, particularly in financial services. The financial 

industry has been somewhat slower in its approach of implementing artificial intelligence and accepting its powers due to several 

reasons. Reasons such as uncertainty, regulations, need for better cyber security, shortfalls in technology, and disruption of standard 

already profitable procedures are all apprehensions the industry have faced previously. 

 

Index Terms - Artificial Intelligence, Robotization, Automization, Financial services. 

I. INTRODUCTION 

Alan Turing asked, "Can machines think?" in 1950. since then, applications of artificial intelligence, also referred to as AI, have 

been met with varying degrees of success. However, there has been a resurgence of interest in AI in recent years, and it has found 

novel uses in the global financial services industry. The most recent AI innovation wave has been primarily driven by the availability 

of big data, improved technology, cloud computing, and faster special purpose hardware. Growth in the Fintech market is being 

fueled by AI and machine learning (ML). In general, the new technologies, services, and businesses that have altered financial 

services are referred to as "Fintech." It encompasses, but is not restricted to: robo-advising, crowdfunding, cryptocurrencies, 

blockchain1, smart contracts, mobile payments, and AI platforms. According to Future Today Institute's 2017 report, AI topped the 

list as a significant trend in Fintech and financial services. 

 

We rely on a variety of technologies in almost every circumstance because technology has become an important part of our day-to-

day lives. Our lives have undergone significant transformations since the advent of computing power and the third industrial 

revolution. Artificial intelligence, or AI for short, is one of the technologies reshaping the way machines and data are used. The 

term "artificial intelligence" (AI) is probably familiar to most of us because it sounds fancy and up-to-date. However, the origins of 

AI can be traced all the way back to the 1950s, when mathematician Alan Turing was debating the question, "Can machines think?" 

Currently, professors and executives in the financial industry believe that AI technology will transform the sector. Over 3600 AI 

startups have been established since 2013 and have raised a total of $66 billion in funding. Businesses and individuals may be forced 

to rethink how technology is used at this point, marking the beginning of the so-called fourth industrial revolution. 

 

However, there are a number of reasons why the financial sector has been reluctant to implement and use AI. Uncertainty, 

technology gaps, and regulations are just a few of the major worries that have created entry barriers for AI. Firms in the financial 

services sector have begun to recognize the numerous benefits that AI offers as a result of the widespread adoption of this technology 

across a variety of sectors and industries. Cognitive robotics are now and in the future essential for customer and client interaction 

and retail banking. One can replicate human intelligence by utilizing DL, ML, big data, NLG, and NLP, where self-correction and 

learning are essential to a successful implementation. In the past, AI integration and the hiring of experts in the field were only 

available to large, established businesses. However, AI frameworks with a high level of abstraction have been developed over time, 

and smaller businesses are now also able to create intelligent systems with just a few lines of code. 

 

II. HOW AI IS CHANGING THE FINANCIAL SERVICES INDUSTRY : 

 

The financial services industry is the largest spender on AI services outside of the technology sector and is growing very quickly. 

Hedge funds and HFT firms were the primary users of AI in finance up until recently; however, applications have now expanded 

to include banks, regulators, Fintech, and insurance companies, to name a few. 

Algorithmic trading, portfolio composition and optimization, model validation, back testing, robo-advising, virtual customer 

assistants, market impact analysis, regulatory compliance, and stress testing are all examples of AI applications in the financial 

services sector. 
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 Fraud detection and compliance  

 

Online fraud has also grown as e-commerce has grown in popularity. Action Fraud reports that there was a 66% increase in the 

number of reported cases of payments-related fraud26 in the UK between 2015 and 2016. The FCA says that UK banks spend £5 

billion a year fighting financial crime. Over $70 billion is spent annually on compliance by US banks. Due to the large fines imposed 

on many large banks for failing to stop illegal financing, many banks have turned to AI methods to improve their operations. 

 

One of the simplest methods for detecting fraud is "Benford's Law." By performing an analysis on the first digits of a particular set 

of data, it is accomplished. A set of "real" data will have a predictable distribution of first digits. Since the late 1800s, Benford's 

Law has been in use. 

 

In this case, AI is advantageous because ML algorithms can analyze millions of data points to identify fraudulent transactions that 

humans typically overlook. ML also aids in lowering the number of false rejections and enhancing the precision of real-time 

approvals. Nowadays, fraud detection requires more than just a list of risk factors. Fraud detection systems can now actively learn 

and calibrate in response to new potential (or actual) security threats by employing ML techniques. Bank systems can use machine 

learning to flag unusual activities or behaviors (called "anomalies") for investigation. 

 

One of machine learning's most successful applications is the detection of credit card fraud. Monitoring systems, or workflow 

engines, that are trained on data from previous payments are available in banks. Large collections of credit card transaction data 

serve as the foundation for algorithm training, back testing, and validation. Events can be classified as "fraud" or "non-fraud" by 

classification algorithms, and fraudulent transactions can then be stopped in real time. 

 

 Banking chatbots and robo-advisory services  
 

In the United States, the unit cost of financial intermediation has remained around 2% for 130 years (Philippon, 2015). In Europe 

and the United States, the cost of financial intermediation has decreased only marginally since the financial crisis of 2008. Robo-

advisors and chatbots are appearing in the financial services industry to assist customers in selecting investments, banking products, 

and insurance policies as part of the response to the financial crisis. According to Future Today Institute, a software application 

known as a "bot" is designed to automate specific tasks using AI technology. An algorithm-based digital platform that provides 

automated financial advice or investment management services is known as a robo-advisor. 

A decade ago, the term "robo-advisor" was almost unheard of, but it is now fairly commonplace in the financial landscape. However, 

the term is false and does not even mention robots. Instead, robo-advisors are algorithms that tailor a user's financial portfolio to 

their objectives and tolerance for risk. Natural language processing (NLP) and machine learning (ML) algorithms have made 

chatbots and robo-advisors powerful tools for providing personalized, conversational, and natural experiences to users in a variety 

of fields. 

Millennial customers, who are less able to verify the fees paid to human advisors and do not require a physical advisor to feel 

comfortable investing, have become increasingly interested in chatbots and robo-advisors. 

 

AI chatbots can improve the banking industry in a number of ways, including by assisting customers with money and savings 

management. Plum, for instance, is a Facebook Messenger-accessible chatbot that enables customers to save money incrementally. 

Plum is connected to the customer's bank account after they register, and its AI engine looks at the customer's spending and income 

history to figure out how much they can save. The Plum savings account then receives periodic reporting of small deposits. 

 

Additionally, banks are utilizing chatbots to enhance their self-service interfaces. Erica29, the Bank of America's artificial 

intelligence chatbot, is now available on the mobile app via voice or text message. Analytics are also used by Erica's AI engine to 

help with personal finance management. COiN, an AI technology that reviews documents and extracts data in significantly less 

time than a human, has received investment from JP Morgan. A COiN can review approximately 12,000 documents in a matter of 

seconds, whereas a human would spend more than 360,000 hours working on the same documents. 

 

Venture capital and customer service budgets are rapidly expanding in the area of chatbots and conversational interfaces. These 

chatbots have needed to be built with powerful natural language processing engines and a lot of interactions with customers about 

finance. Customers of banks are finding it increasingly difficult to distinguish between an AI interface and a human being because 

of natural language processing. The Mizuho Group has a robot that answers asset management questions and compiles documents, 

and Japan's three megabanks are using AI and robotics to streamline customer questions. 

 

 

 Algorithmic trading  
 

Global financial markets are now dominated by algorithmic trading (AT). The origins of AT, also known as "Automated Trading 

Systems," can be traced back to the 1970s. A brief overview of the development of the AT field is provided. AT is: AI trading is an 

approach to machine learning that learns the structure of the data and then tries to predict what will happen. Algorithmic trading is 

about putting trading rules into a program and using the program to trade. 

 

Nowadays, complex AI systems are used in algorithmic trading to make quick trading decisions. Computers are responsible for 50-

70% of equity market trades, 60% of futures trades, and 50% of Treasury trades. The market AT share is closer to 40%. 
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The ability to automatically and simultaneously check multiple market conditions, the ability to execute trades at the best possible 

prices, increased accuracy and reduced errors, and the likelihood of reducing human errors caused by psychological or emotional 

conditions are all advantages of AT. 

 

Regarding the second advantage, the European Space Agency's Mosaic Smart Data algorithms are currently being used to prevent 

"fat finger" trades34. A fat finger trade occurs when a trader presses the incorrect key by accident. Mosaic Smart Data has recently 

been used in high-profile cases at Samsung and Deutsche Bank to analyze millions of financial trading data points. Additionally, 

the algorithms are being used to spot fraud in the financial services sector. 

 

Hedge funds, proprietary trading houses, bank proprietary trading desks, corporations, and the next generation of market makers 

are the clients of algorithmic trading. AT entails making specific trading decisions, placing orders, and managing those orders once 

they have been placed. AT enhances the informational content of quotes and increases liquidity. Slower trades, on the other hand, 

may incur higher adverse selection costs from AT. 

 

 Proptech  

 

ML now plays a crucial role in a wide range of financial ecosystem functions, including loan approval, asset management, and risk 

assessment. These new technologies have significantly altered the global real estate industry, which is worth more than $200 trillion. 

The emerging technologies that are disrupting real estate markets are referred to as proptech. The newest real estate business models 

incorporate AI. 

 

Leverton is a data extraction platform powered by AI that was founded in Germany. It uses DL algorithms to automatically extract 

important information from documents like rental leases, break options, and overall clauses. A platform that is comprehensible in 

twenty languages45 makes it simple to access structured data. Additionally, the platform provides a tracable audit between the 

underlying documentation and the structured data output. Instead of using manual valuation, proptechs in Singapore use AI to 

generate formulas for calculating a property's value using a combination of algorithms and comparative market analysis. 

 

 Corporate Governance Practices 

 

It is also possible to use AI algorithms in corporate governance settings. Select company directors based on performance using 

machine learning algorithms. The ML algorithm "learns" from previous director selection processes. Because the directors predicted 

by algorithms to perform poorly perform significantly worse than those predicted to perform well, they conclude that ML has the 

potential to enhance corporate governance practices. Investigate terms related to deal incidence and recent performance in mergers 

and acquisitions (M&A). Li capture corporate culture and its role in M&A activity using unsupervised machine learning.  

 

 Loan and Insurance 

 

ML in finance thrives in the loan and insurance underwriting industry. ML algorithms can be trained on millions of consumer data 

points at large banks and publicly traded insurance companies. and the outcomes of financial lending or insurance (has the individual 

defaulted on the loan, paid it back on time, been in a car accident, etc.)  use machine learning techniques to predict loan repayments 

by utilizing mobile phone data. 

The underlying trends that can be evaluated using algorithms and continuously analyzed to identify trends that may influence 

lending and insurance in the future (for example, are there an increasing number of young people who are involved in car accidents 

in a particular state)? Cytora is using AI in the insurance industry to better assess their customers' risk, resulting in more accurate 

pricing and fewer claims. 

 

III. CONCLUSION :  

 

Banking and financial services adoption, the use of AI in apps was most prevalent, followed by KYC/AML, Chatbots, Security 

Compliance, and aiding in the quicker and easier fulfilment of client demands. Customers receive more dedication from 

representatives to banking and financial services by providing new training to enhance AI workplace practises. Additionally, it is 

utilised to comply with regulations, spot fraud, and judge a person's creditworthiness. 
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